Instituto Superior Técnico
Machine Learning (Aprendizagem Automatica)
Exam of 28/1/2013. Duration: 3 hours

Notes:
e Present all responsesin a clear, ordered and detailed manner, with a brief justification of each step.

* Present all calculations.
» Keep at least three decimal placesin all calculations.

Problem 1

Consider the multilayer perceptron shown in théofeing figure, where all units of the first layeave as activation function
the hyperbolic tangent and the unit of the secagdrlis linear. Also consider the training set shamthe following table.
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a) Draw the backpropagation network. Don’t forget tialude the gains of all branches, as well as tpetiand output
variables.

b) Compute the values obtained at the multilayer geroa’s outputs for théirst input pattern. Assume that all weights
are equal to 0.5.

¢) Compute the value of weightafter thefirst update, using backpropagationbiatch mode The training is performed
with fixed step sizes, with step size parameter 0.2. Assume that initially all weights are equal t®.0The cost

function is
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d) Repeat b), but now using backpropagationréal-time, and using as cost function the previous one plus a
regularization term for exponential weight decayhwparameterl = 0.1. Assume again that initially all weights are
equal to 0.5.

Problem 2

Consider data that are generated in the followiagmer: first, one of two class&3, and(,, is randomly chosen, both having
probability 1/2. Then, a value € R* is randomly generated, following one of two disitions, depending on the class that
was chosen:

p(x[Co) =e™™
N
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In these expressions, the constarg always the base of the natural logarithm, evken it occurs in the exponent.
a) Find the expression of the posterior probabdftglassC,.

b) Assume that we wished to train a supervisedeaystith inputx and outpub(x), the desired output beinfj= 0 for
data from clas€’, andd = 1 for data from clas€,. Assume, furthermore, that the training was penémt so as to
minimize the expected value of the quadratic etretweeno(x) andd. Find the expression of the optimal output
functiono*(x). Graphically sketch that function fare [0,10] (compute a few values, to be able to make a reddpn
good sketch).



c) Assume now that we wished to make a classifiith input x and outputy € {C,, C,}, that would classify the data
with the minimum possible expected error rate inadato the classes that the data originally camenfrindicate the
classification regions, i.e., the set of valuex dfiat would be classified in clagss and the set of values that would be
classified in clasg;. Find the boundary point(s) between the two regiwith the accuracy indicated above, of at least
three decimal places.

Problem 3

Consider the training set and the decision treergiu the following table and figure, respectively.
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a) Compute the number of errors that the tree yigldhe training set.

b) Perform the pruning of the tree using the gitraming set.

Problem 4
Consider the training s&t= {-5,-3,1, 5}.
a) Perform one iteration of the k-means algorithm ggimo centers with initial positions —4 and 0.
b) Find the value of the cost function for the positaf the centers obtained in a). Is this a fixethpof the algorithm?

c) Perform one iteration of the EM algorithm to estientne parameters of a mixture of three Gaussiéthstias training
set. Assume the following initial conditions:

H=-4 0,=1 w,=0.6
=0 o0,=2 w=04

d) Write the expression of the probability densitydtion of the Gaussian mixture model that you oladim c). If you
didn’t solve c), use the initial values of the paeders given above.

Problem 5

a) Assume that you are training a support vector nmck$VM) with a bidimensional input, and that yoavé found
that there are only two support vectod,= [0,0]7 and x? = [2,2]7. Assuming that the SVM performs a linear
classification in input space, find the expressiofighe maximum-margin classification boundary ardthe two
margin boundaries, and graphically sketch the twapsrt vectors and the boundaries.

Note: In this problem you are asked to find thessification boundary through an exact and wellifigst reasoning,
and not by inspection. Finding the boundary by étsion will yield a lower grade in this item, anémit help you in
item b), below.

b) Consider now an SVkhat makes the linear classification in featurecepaith the kernek(x, ) = (x - )2, where the
dot denotes the inner product. Assume that the sugbport vectors are the ones given in a) abovel fhie equations of
the maximum-margin classification boundary andh& margin boundaries in terms of the componenth®finput
pattern, and graphically sketch the two supportorscand the boundaries in input space.

Suggestion: Sart by completely expressing, in terms of inner products, the procedure that you used in a) to find the
boundaries. This may help you to better understand which procedure should be used here.



