Instituto Superior Técnico
Machine Learning (Aprendizagem Automatica)
Exam of 19/1/2013. Duration: 3 hours

Notes:
« Present all responses in a clear, ordered and dedainanner, with a brief justification of each step

* Present all calculations.
» Keep at least three decimal places in all calculas.

Problem 1

Consider the following multilayer perceptron showrhe figure below-left, where all the units hagactivation function the
logistic functionf (s) = ﬁ . Also consider the training set given on thedai#low-right.

X1 | X2 | Oy | Oy

i

a) Compute the values obtained at the multilayer geroa’s outputs for theecondinput pattern. Assume that all weight
values are equal to 0.5.

b) Draw the backpropagation network. Don't forget nolude the gains of all branches, as well as tpatiand output
variables. If necessary, first draw the multilaperceptron as a network with more detail, in ortdebe able to more
easily specify some parameters of the backpropagagtwork.

¢) Assume that, initially, all the multilayer percemtts weights were equal to 0.4, and that, aftdirst update using
backpropagation ineal-time mode,all the weights were changed to 0.5. Compute theevaf weighta after asecond
update, also imeal-time mode The cost function is the total squared error tedtraining is performed using non-
adaptive step sizes with step size parametef.1, without momentum.

d) Repeat 3) using the same step size parametd).1, with momentum with parameter= 0.1.

Problem 2

Consider a classification problem in two dimensjomish two classes, in which the training set igegi by

X1 X2 class X1 X2 class
0 V2 1 -3 B

1 V2 A V3 2 B
V2 0 A N 1 B

0 1 A V2 | -/ B

a) Graphically sketch the positions of these patte®tmmw that the two classes are not linearly separ8biefly describe
a technique that can be used, in support vectohmas, to obtain a linear separation when the imaia are not
linearly separable.

b) Consider the following nonlinear mapping from inmpiace to a two-dimensional feature space. Skétiraining
patterns in feature space.



P(x) = (0% %% = 2)
¢) Find the kernel function that corresponds to thelinear mapping given above.

d) Find (by inspection) the widest-margin classifierféature space. Indicate the support vectors lam@dquations of the
classification boundary and of the margin boundarie

e) Sketch the classification regions of classes ARl feature space. You may draw them on the sketdf) above.

f) Indicate, in input space, the support vectors &ettch the classification boundary and margins. Wy draw them on
the sketch of a) above.

g) Sketch the classification regions of classes ARumlinput space.

Problem 3
Consider the training s&t = {-2, -1,1,4,5}.
a) Perform one iteration of the k-means algorithm gshree centers with initial positions -1, 0, and 3

b) Determine the value of the cost function for thsipon of the centers obtained in a). Is this @dixoint of the
algorithm?

Now consider a new training st = {-2, —-1,1}.

¢) Perform one iteration of the EM algorithm to estienthe parameters of a mixture of three Gausskssime the
following initial conditions:
”0:—1 0'021 W0:06
#1:0 0—121 W1=0.2
Il2=3 02:1 W2:0.2

Problem 4

Consider the training set and the tree given onfotlewing table and figure, respectively. In theble, thea; represent
attributes of the input patterns asidepresents the desired output for each pattern.

a; |a, |laz|d]a;|a, |a;|d 23
OO0 O0OfO] O 2| 1| 1
OO0 10 O 21| 1| 1
o100 2| 0of O ¢ al
o100 2| 1| 1| ¥
O 1| 1121 2| 1| 1| 1
a) Find the number of errors that the tree yiefdshe training set. 0 0 1

b) Perform the pruning of the tree using the gitraiming set.

Problem 5
Consider the set of patter{is,4]”, [—2,0]7,[3,0]7, [1,4]7} . The patterns are considered equiprobable.

a) Find the first and second principal directiohshe distribution of these patterns. Indicate ¢hdgections by means of
vectors.

b) Find the first principal component, the recomstion with that principal component and the re¢artdion error of the
pattern[3,5]7, based on the given distribution.
If you didn’t solve item a) above, assume thaffitlse principal direction was given by the vec{er3,1].

c) Consider two random variabl&sandY which are statistically independent from each ntAssume that they have the
same principal directions, although possibly nahie same order (for example, the first principegction ofX may be
the second principal direction ). Show that, for any, b € R, the random variablg = aX + bY also has the same
principal directions (possibly in a different ordesm those off orY).

If you're not able to give the proof as requester) may make any additional assumptions that yod fiecessary (for
example, that the principal directions X¥fandY are in the same order, or that= b). However, the value of this
problem will be reduced, depending on the additiasaumptions that you make.



