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ABSTRACT

The ever increasing spectral resolution of the hyperspectral images (HSIs) is often obtained at the cost of a decrease in the signal-to-noise of the measurements, thus calling for effective denoising techniques. HSIs from the real world live in low dimensional subspaces and are self-similar. The low dimensionality stems from the high correlation existing among the reflectance vectors and the self-similarity is common to images of the real world. In this paper, we exploit the above two properties. The low dimensionality is a global property, which enables the denoising to be formulated just with respect to the subspace representation coefficients, thus greatly improving the denoising performance and reducing the processing computational complexity. The self-similarity is exploited via low-rank tensor factorization of non-local similar 3D-patches. The proposed factorization hinges on optimal shrinkage/thresholding of SVD singular value of low-rank tensor unfoldings. As a result, the proposed method has no parameters, apart from the noise variance. Its effectiveness is illustrated in a comparison with state-of-the-art competitors.

Index Terms— Hyperspectral image denoising, self-similarity, 3D-patches, low-rank tensor factorization.

1. INTRODUCTION

The hyperspectral cameras measure the electromagnetic energy scattered in their instantaneous field view in hundreds or thousands of spectral channels with remarkably high spectral resolution, which enables material identification with precision via spectroscopic analysis [1]. Hyperspectral remote sensing images have been widely used in countless applications, (e.g., earth observation, environmental protection and natural disaster monitoring). However, the measurement noise often precludes the widespread use of HSIs in precise material identification (e.g., precision farming) applications.

Natural images are self-similar. This means that they contain many similar patches at different locations or scales. This characteristic has been recently exploited by the patch-based image restoration methods and holds the state-of-the-art in image denoising. Representative examples of this methodology in single-band images include the non-local means filter [2], the Gaussian mixture model (GMM) learned from the noisy image [3], and the collaborative filtering of groups of similar patches BM3D [4]. Identical ideas have been pursued in multi-band image denoising: BM4D [5], VBM4D [6], and MSPCA-BM3D [7] use collaborative filtering in groups of 3D patches extracted from volumetric data, videos, multispectral data, respectively. DHOSVD [8] applies hard threshold filter in coefficients of higher order SVD of similar patches. In HSI denoising, we refer NAILRMA [9] that uses tensor factorization and FastHyDe [10] that exploits the self-similarity of the HSIs representation coefficients in suitable subspaces.

The computational complexity of most HSI denoising methods is very high, owing to the large number of bands, usually on the order of hundreds. It happens, however, that hyperspectral vectors leave, with very good approximation, in subspaces of low dimension, compared with the number of bands [1], and this subspace may be accurately inferred from the observed HSIs [11]. Therefore, instead of denoising the original HSI, we may formulate the denoising with respect to the HSI subspace representation coefficients. This is the research line followed in FastHyDe [10], which is, to our knowledge, state-of-the-art and faster than the competitors.

The representation coefficients image (RCI) is formed by a few image bands, each linked with a subspace basis vector, hereafter termed eigen-images. FastHyDe denoises the eigen-images independently from each other, thus implicitly assuming that they are statistically independent. An informal justification for the independent processing is that the eigen-images are uncorrelated, owing to the use eigenvectors of the signal correlation matrix as subspace basis. However, uncorrelation

Fig. 1. Pavia HSI. (a) 1st eigen-image (image of the first representation coefficient); (b) 2nd eigen-image; (c) scattergram of (a)-(b).
does not imply independence as illustrated in Fig. 1, where parts (a) and (b) show two eigen-images of the Pavia HSI and part (c) shows the scattergram of 2D vectors formed by the two gray levels of the same pixel in (a) and (b). The statistical dependence is clearly observed both in the couple (a)-(b) and in the (c). There is still, therefore, room to improve the HSI denoising performance, by taking the statistical dependence between the eigen-images into consideration.

1.1. Contribution
The paper exploits two main characteristics of hyperspectral data: 1) HSIs are well approximated by low-dimensional subspaces [1]; 2) HSIs are self-similar and thus RCIs are also self-similar. The latter property is exploited via low-rank tensor factorization of non-local similar 3D-patches. The proposed factorization hinges on optimal shrinkage/thresholding of SVD singular values of the low-rank tensor unfoldings. As a result, the proposed method has no parameters, apart from the noise variance.

The paper is organized as follows. Section 2 formulates the problem of HSI denoising. Section 3 introduces our new denoising algorithm step by step. Section 4 presents experimental results including comparisons with the state-of-the-art. Section 5 concludes the paper.

2. PROBLEM FORMULATION

2.1. Observation model
Let \( X := [x_1, \ldots , x_n] \in \mathbb{R}^{n_b \times n} \) denote a HSI with \( n \) spectral vectors (the columns of \( X \)) of size \( n_b \) (the number of bands of the sensor). Under the additive noise assumption, the observation model may be written as

\[
Y = X + N, \quad (1)
\]

where \( Y, N \in \mathbb{R}^{n_b \times n} \) represent the observed HSI data and noise, respectively.

An usual assumption in HSIs is that the columns (spectral vectors) of matrix \( X \) live in a low-dimensional subspace that may be estimated from the observed data \( Y \) with good approximation [1, 10]. Thus, we write \( X = EZ \), with \( E \in \mathbb{R}^{n_b \times k} \) and \( k \ll n_b \), and \( E \) holding an orthogonal basis for the signal subspace. Hence, the observation model (1) may be written as

\[
Y = EZ + N. \quad (2)
\]

Hereafter, \( Z \) is termed the RCI and its rows the eigen-images.

2.2. RCI Denoising
Assuming that the noise is zero-mean Gaussian independent and identically distributed (other covariance matrices are easily dealt with [10]) and that \( E \) was learned from observed data \( Y \) [11], the RCI denoising problem is formulated as

\[
\hat{Z} = \arg \min_Z \frac{1}{2} \|Y - EZ\|^2_F + \lambda \phi(Z) \quad (3)
\]

where \( \|X\|^2_F = \text{trace}(XX^T) \) is the Frobenius norm of \( X \). The first term on the right-hand side represents the data fidelity and accounts for zero-mean Gaussian i.i.d. noise. The second term is a regularizer expressing prior information tailored to self-similar RCIs. We remark that (4) is equivalent to a denoising problem where the additive noise is \( E^T N \), thus with covariance \( \sigma^2 I_k \), where \( I_k \) is the identity matrix of size \( k \). Therefore, the noise attenuation resulting from the subspace representation is \( \mathbb{E}[\|E^T N\|^2_F]/\mathbb{E}[\|N\|^2_F] = k/n_b \), which is often of the order of tens.

The solution of the optimization (3) is

\[
\hat{Z} = \Psi_{\lambda \phi}(E^T Y), \quad (5)
\]

where \( \Psi_{\lambda \phi}(U) = \arg \min_X \frac{1}{2} \|U - X\|^2_F + \lambda \phi(X) \) is the so-called denoising operator, or PO of \( \phi \) [12]. Instead of tailoring \( \phi \) to promote self-similar RCIs and then solve (4), we adopt the powerful patch-based framework. Accordingly, \( Z \) is decomposed into 3D-patches, which are denoised and recombined, yielding the estimates \( \hat{Z} \) and \( \hat{X} = EZ \). The global structure of the proposed RCI denoiser is partially inspired in BM3D [4] and BM4D [5]. The differences concern the formulation with respect to the RCI and the filtering, which is adaptive and based on tensor factorization.

3. GLF - THE PROPOSED METHOD

We propose a HSI denoising algorithm with four steps: 1) Subspace identification; 2) RCI grouping of 3D-patches; 3) low-rank factorization of the grouped 3D-patches; and 4) 3D-patch aggregation. These four steps are shown in Fig. 2. As stated before, the general structure of the steps 2, 3, and 4 is inspired on BM4D. The differences reside in step 1), which is not implemented in BM4D, and in the filtering step, which in our case is based on SVD singular value thresholding/shrinkage, and thus data adaptive, whereas in BM4D is fixed and based on 3D DCT and 1D Haar wavelets. Below, we detail each step. Given that the steps 1 and 3 correspond to, respectively, a global matrix factorization and to local tensor factorizations, we term our method Global Local Factorization (GLF).

The subspace identification step is carried out, for i.i.d. noise, via SVD of the correlation matrix \( Y^T Y/n \). For the non i.i.d. noise, the observation noise is firstly whitened (see [10]). Below we focus on the GLF steps 2, 3, and 4.

3.1. Grouping RCI 3D-patches
Let \( Y'_i = Z_i + N'_i \) \( i \in \mathbb{R}^{k \times \sqrt{3} \times \sqrt{3}} \) denote 3D-patches of the projected observed HSI \( E^T Y \), where \( Z_i \) and \( N'_i \) are the corresponding 3D-patches of the clean RCI and of the projected noise \( E^T N \), \( i \in \{1, \ldots , n \} \) is the index of the top-left pixel, \( k \) is the subspace dimension and \( \sqrt{3} \) is the spatial size of the 3D-patch. Given \( Y'_i \), we find, in a neighborhood of pixel \( i \) of size \( 79 \times 79 \), a set of similar \( (b - 1) \) 3D-patches, with indexes \( i_1, i_2, \ldots , i_{b-1} \), according to the Frobenius distance. With \( Y'_{i} \) and the \( (b - 1) \) similar patches, we build a
3D-tensor $G^y_i \in \mathbb{R}^{k \times b \times s}$ (see Fig. 2), such that $G^y_i(:, i, j, :) = (Y^i_j)_k \in \mathbb{R}^{k \times s}$, for $j \in \mathcal{I}_b = (i, i+1, \ldots, i+b-1)$, and $(Y^i_j)_k$ is the mode-1 matrix unfolding of tensor $Y^i_j$. By construction, $G^y_i = G^z_i + G^n_i$, where $G^z_i$ and $G^n_i$ are the tensors corresponding to the clean RCI and projected noisy 3D-patches, respectively.

### 3.2. Low-rank factorization of grouped 3D-patches

Due to the way $G^y_i$, for $i \in \{1, \ldots, n\}$, is constructed, its signal component, $G^z_i$, is expected to have low-rank, whereas its noise component, $G^n_i$, is expected to have higher rank, which might be as higher as $\min\{ks, kb, sb\}$ [13]. On the other hand, the lower is the rank of the approximation the higher is noise attenuation. Therefore, by finding the lowest rank approximations for the 3D-tensors $G^y_i$, we are maximally attenuating the noise while preserving the signal.

Computing a low-rank approximations $\hat{G}^z_i$ of $G^z_i$, from $G^y_i$, able to minimize the mean square error $\|\hat{G}^z_i - G^z_i\|_F$, is a hard problem [13]. On the other, in the case of matrices and using results from random matrix theory [14], the low-rank approximations for matrices in additive i.i.d. Gaussian noise may be optimally computed, in an asymptotic sense. This computation is carried out via SVD, by properly thresholding and shrinking its singular values [14, 15]. In summary, and taking the observation model (1) for the sake of explanation, the estimated $X$ is given by $\hat{X} = UT(\Sigma)V^T$, where $\{U, \Sigma, V\} = \text{SVD}(Y)$ and $T(\Sigma) = \text{Diag}[t(\sigma_1), t(\sigma_2), \ldots, t(\sigma_n)]$, with $t : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ being the shrinkage/thresholding function shown in [15], expression (10). In this work, we exploit these results by successively applying them to the mode-1, mode-2, and mode-3 matrix unfoldings of tensor $G^y \in \mathbb{R}^{k \times b \times s}$, as shown in Algorithm 1. The spatial indexes are omitted for simplicity.

![Fig. 2. Flowchart of the proposed denoising algorithm GLF.](image)

**Algorithm 1** Successive SVD low-rank factorization\(^1\)

1. Filtering in the spectral domain
   
   \[
   \{U_1, \Sigma_1\} := \text{SVD}(G^y_1), \quad G^y_1 \in \mathbb{R}^{k \times (bs)}
   \]

2. Filtering in spatial domain (intra-patch)
   
   \[
   \hat{G}^{(1)} := U_1(:, 1 : k^\prime)^T G^y_1, \quad G^y_1 \in \mathbb{R}^{k^\prime \times bs}, \quad k^\prime \leq k
   \]

3. Filtering in spatial domain (inter-patch)
   
   \[
   \{U_2, \Sigma_2\} := \text{SVD}(\hat{G}^{(2)}), \quad \hat{G}^{(2)} \in \mathbb{R}^{k^\prime \times (ks)}
   \]

4. Filtering in spatial domain (inter-patch)
   
   \[
   \{U_3, \Sigma_3, V_3\} := \text{SVD}(\hat{G}^{(3)}), \quad \hat{G}^{(3)} \in \mathbb{R}^{k^\prime \times (kbs)}
   \]

5. Inverse transform to compute $\hat{G}^z$
   
   \[
   \hat{G}^{(2)} := U_2(:, 1 : b^\prime)^T \hat{G}^{(2)}, \quad \hat{G}^{(2)} \in \mathbb{R}^{k^\prime \times b^\prime \times s}, \quad b^\prime \leq b
   \]

6. Filtering in spatial domain (inter-patch)
   
   \[
   \hat{G}^{(3)} := U_3 T(\Sigma_3) V_3^T, \quad \hat{G}^{(3)} \in \mathbb{R}^{k \times (kbs)}
   \]

7. Return $\hat{G}^z\quad$$\hat{G}^z := \hat{G}^{(3)}$

\(^1\)The demos of GLR can be downloaded from [http://www.lx.it.pt/~bioucas/code/GLR_demos.rar](http://www.lx.it.pt/~bioucas/code/GLR_demos.rar).

The estimated 3D-patches contained in the tensors $G^z_i$, for $i = 1, \ldots, n$, are added back to their original location in the RCI and then averaged taking into account that a given RCI pixel belongs various 3D-patches. Finally, we compute $\hat{X} = E\hat{Z}$.

### 4. EXPERIMENTS

A noisy hyperspectral dataset (Fig. 3) was simulated as follows: sixteen very low signal-to-noise bands in original Pavia University data\(^2\) were removed as the signal in these wavelength regions is largely attenuated due to water vapor in the atmosphere leading to most noise. Furthermore, the remaining spectral vectors were then projected onto the signal subspace of dimension 8 learned via performing SVD on correlation matrix. The obtained HSI is

\(^2\)Pavia scenes were provided by Prof. Paolo Gamba from the Telecommunications and Remote Sensing Laboratory, Pavia University (Italy) and can be downloaded from [http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_Sensing_Scenes](http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_Sensing_Scenes).
considered the clean HSI to which Gaussian i.i.d. noise with $\sigma \in \{0.02, 0.04, 0.06, 0.08, 0.10\}$ was added to simulate noisy HSIs. Following the same procedure, noisy HSIs of Washington DC Mall data\(^3\) (Fig. 4) subscene were also generated.

The denoising performance of proposed GLF is compared with those of BM4D [5], NAILRMA [9], two versions of FastHyDe [10] (namely each component of subspace representation coefficients is denoised by BM3D [4] or LRCF [15]), “Subspace+BM4D [5]” (meaning BM4D applied in subspace representation coefficients). Parameters related to non-local patch based framework, including patch-size ($N_1 = 10$), size of search region $N_S \times N_S$ ($N_S = 79$), sliding step to process every next reference patch ($N_{\text{step}} = 3$), and (maximum) cardinality of similar patch groups ($N_2 = 16$), are set to the same in BM3D, BM4D, LRCF and GLF. For quantitative assessment, the peak signal-to-noise (PSNR) index and the structural similarity (SSIM) index [10] of each band are calculated. The mean PSNR (MPSNR) and mean SSIM (MSSIM) results of compared methods in two datasets are reported in Tab. 1 and Tab. 2.

The methods working in subspace representation coefficients yield better results than BM4D and NAILRMA, which work in the original spectral space. The subspace dimension input to the former methods was 10, instead of the 8, the true value, which indicates robustness with respect to subspace overestimation. Results in Tab. 1 and Tab. 2 show that GLF yields uniformly the best performance. The quality of reconstructed bands and spectra may also be inferred from Fig. 3 and Fig. 4.

![Fig. 3. Pavia University dataset of size $610 \times 339 \times 87$ (MPSNR = 20.00 dB): (a) Noisy image (band 76), (b) A subset of noisy image, (c) A subset of estimated image (MPSNR = 38.84 dB) by GLF, and (d) A denoised spectral signature.](https://engineering.purdue.edu/~biehl/MultiSpec/hyperspectral.html)

The running time of denoisers are reported in Tab. 1 and Tab. 2. The time comparison between BM4D and ‘Subspace+BM4D’ shows that denoising in subspace coefficients highly reduces the computational complexity. FastHyDe takes shortest time. But note that available codes of BM3D, BM4D and LRCF are programmed in C language, and codes of NAILRMA and proposed GLF are implemented in MATLAB. GLF is supposed to be further speed up by programming in C language.

5. CONCLUSIONS

We have proposed GLF, a new HSI denoiser, which represents HSIs in a low-dimensional subspaces. The denoising is formulated in the subspace representation coefficients. Considering components of subspace representation coefficients are self-similar and statistical dependent, they are jointly denoised in a non-local patch-based framework. Furthermore, a new filter based on low-rank approximation is devised for filtering noisy 3D-patches. In a comparison with the state-of-the-art GLF uniformly outperforms the competitors.

---

\(^3\)This data set is available from the Purdue University Research Repository (https://engineering.purdue.edu/~biehl/MultiSpec/hyperspectral.html)

---

**Table 1.** Quantitative assessment of different denoising algorithms applied to Pavia University dataset.

<table>
<thead>
<tr>
<th>Index</th>
<th>Noisy image</th>
<th>BM4D</th>
<th>NAILRMA</th>
<th>FastHyDe (BM3D)</th>
<th>FastHyDe (LRCF)</th>
<th>Subspace+BM4D</th>
<th>GLF</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPSNR</td>
<td>33.98</td>
<td>48.16</td>
<td>46.53</td>
<td>47.71</td>
<td>47.74</td>
<td>47.67</td>
<td>48.66</td>
</tr>
<tr>
<td>Time</td>
<td>-</td>
<td>11258</td>
<td>47</td>
<td>43</td>
<td>1268</td>
<td>211</td>
<td>470</td>
</tr>
<tr>
<td>MSSIM</td>
<td>0.3530</td>
<td>0.9031</td>
<td>0.9021</td>
<td>0.9046</td>
<td>0.9044</td>
<td>0.9066</td>
<td>0.9056</td>
</tr>
<tr>
<td>MPSNR</td>
<td>27.96</td>
<td>40.98</td>
<td>41.40</td>
<td>45.40</td>
<td>43.35</td>
<td>43.35</td>
<td>44.32</td>
</tr>
<tr>
<td>Time</td>
<td>-</td>
<td>11242</td>
<td>208</td>
<td>44</td>
<td>1212</td>
<td>211</td>
<td>421</td>
</tr>
<tr>
<td>MSSIM</td>
<td>0.5084</td>
<td>0.9622</td>
<td>0.9600</td>
<td>0.9791</td>
<td>0.9776</td>
<td>0.9786</td>
<td>0.9824</td>
</tr>
<tr>
<td>MPSNR</td>
<td>21.94</td>
<td>38.91</td>
<td>39.96</td>
<td>39.99</td>
<td>39.12</td>
<td>40.14</td>
<td>-</td>
</tr>
<tr>
<td>Time</td>
<td>-</td>
<td>11050</td>
<td>225</td>
<td>46</td>
<td>1280</td>
<td>42</td>
<td>-</td>
</tr>
<tr>
<td>MSSIM</td>
<td>0.3951</td>
<td>0.9472</td>
<td>0.9498</td>
<td>0.9174</td>
<td>0.9091</td>
<td>0.9753</td>
<td>-</td>
</tr>
<tr>
<td>MPSNR</td>
<td>1280</td>
<td>42</td>
<td>400</td>
<td>400</td>
<td>400</td>
<td>400</td>
<td>-</td>
</tr>
<tr>
<td>Time</td>
<td>-</td>
<td>11187</td>
<td>253</td>
<td>49</td>
<td>1902</td>
<td>215</td>
<td>400</td>
</tr>
</tbody>
</table>

**Table 2.** Quantitative assessment of different denoising algorithms applied to Washington DC Mall dataset.

<table>
<thead>
<tr>
<th>Index</th>
<th>Noisy image</th>
<th>BM4D</th>
<th>NAILRMA</th>
<th>FastHyDe (BM3D)</th>
<th>FastHyDe (LRCF)</th>
<th>Subspace+BM4D</th>
<th>GLF</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPSNR</td>
<td>33.98</td>
<td>48.16</td>
<td>50.90</td>
<td>54.72</td>
<td>54.71</td>
<td>53.86</td>
<td>55.22</td>
</tr>
<tr>
<td>Time</td>
<td>-</td>
<td>15553</td>
<td>305</td>
<td>31</td>
<td>810</td>
<td>128</td>
<td>542</td>
</tr>
<tr>
<td>MSSIM</td>
<td>0.6832</td>
<td>0.9789</td>
<td>0.9787</td>
<td>0.9840</td>
<td>0.9839</td>
<td>0.9866</td>
<td>0.9824</td>
</tr>
<tr>
<td>MPSNR</td>
<td>27.96</td>
<td>41.11</td>
<td>45.73</td>
<td>49.92</td>
<td>49.93</td>
<td>49.23</td>
<td>50.43</td>
</tr>
<tr>
<td>Time</td>
<td>-</td>
<td>15471</td>
<td>355</td>
<td>31</td>
<td>729</td>
<td>129</td>
<td>311</td>
</tr>
<tr>
<td>MSSIM</td>
<td>0.5067</td>
<td>0.8119</td>
<td>0.9682</td>
<td>0.9940</td>
<td>0.9939</td>
<td>0.9994</td>
<td>0.9923</td>
</tr>
<tr>
<td>MPSNR</td>
<td>21.94</td>
<td>37.37</td>
<td>41.14</td>
<td>45.23</td>
<td>45.25</td>
<td>44.95</td>
<td>45.76</td>
</tr>
<tr>
<td>Time</td>
<td>-</td>
<td>15318</td>
<td>215</td>
<td>30</td>
<td>748</td>
<td>126</td>
<td>258</td>
</tr>
<tr>
<td>MSSIM</td>
<td>0.4654</td>
<td>0.7658</td>
<td>0.9189</td>
<td>0.9776</td>
<td>0.9776</td>
<td>0.9724</td>
<td>0.9779</td>
</tr>
<tr>
<td>MPSNR</td>
<td>21.94</td>
<td>37.37</td>
<td>41.14</td>
<td>45.23</td>
<td>45.25</td>
<td>44.95</td>
<td>45.76</td>
</tr>
<tr>
<td>Time</td>
<td>-</td>
<td>15328</td>
<td>236</td>
<td>31</td>
<td>708</td>
<td>128</td>
<td>252</td>
</tr>
</tbody>
</table>

![Fig. 4. A subset of Washington DC Mall dataset of size $400 \times 307 \times 191$ (MPSNR = 20.00 dB): (a) Noisy image (band 61), (b) A subset of noisy image, (c) A subset of estimated image (MPSNR = 44.13 dB) by GLF, and (d) A denoised spectral signature.](https://engineering.purdue.edu/~biehl/MultiSpec/hyperspectral.html)
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