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Abstract—This paper introduces a new approach to patch-based image restoration based on external datasets and importance sampling. The minimum mean squared error (MMSE) estimate of the image patches, the computation of which requires solving a multidimensional (typically intractable) integral, is approximated using samples from an external dataset. The new method, which can be interpreted as a generalization of the external non-local means (NLM), uses self-normalized importance sampling to efficiently approximate the MMSE estimates. The use of self-normalized importance sampling endows the proposed method with great flexibility, namely regarding the statistical properties of the measurement noise. The effectiveness of the proposed method is shown in a series of experiments using both generic large-scale and class-specific external datasets.
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I. INTRODUCTION

Under the framework of imaging inverse problems, image restoration aims at reverting the degradation introduced by the image acquisition process. The observation is often modeled as a linear function of the underlying original image, contaminated by noise. Formally, with $x \in \mathbb{R}^n$ being the vector whose entries are the (lexicographically ordered) pixel values of the original image, and $y \in \mathbb{R}^m$ denoting the observed image, the linear model is written as

$$y = Hx + v,$$

where $v$ models additive noise (often zero-mean, independent, Gaussian distributed), and $H \in \mathbb{R}^{m \times n}$ is a matrix modeling the observation/degradation process (blur, convolution, projection, etc.). To address the image restoration problem using Bayesian tools, a central building block is the translation of the forward model (1) into a conditional probability (density or mass) function of $y$, given $x$, also called the likelihood function. In the case of Gaussian noise, this yields a well-known conditional probability density function (pdf)

$$p_{Y|X}(y|x) = \mathcal{N}(y|Hx, \sigma^2 I) \propto \exp\left(-\frac{1}{2\sigma^2} ||y - Hx||^2\right),$$

where $\sigma^2$ is the noise variance and $I$ denotes an identity matrix.

In many important cases, the observation model departs from (1), namely because there are non-linear effects or the noise is not additive. For example, in a very large and important class of problems [1], [2], [3], the observations follow a Poisson distribution; formally, each of the observations, $(y)_l \in \mathbb{N}_0$, for $l = 1, \ldots, m$, is a realization of a Poisson random variable with mean $(Hx)_l$. Under the standard conditional independence assumption, the conditional probability mass function of $y$ given $x$ is thus

$$f_{Y|X}(y|x) = \prod_{l=1}^m \frac{e^{-(Hx)_l}(Hx)_l y_l}{y_l!},$$

where a subscript $(\cdot)_l$ denotes the $i$-th component of the corresponding vector.

Image restoration methods are often specified for one type of observation and noise model. A significant amount of work has been devoted to Gaussian denoising, which corresponds to (1) with $H = I$. Some methods rely only on the noisy image itself [4], [5], [6], [7], [8], [9], on an external dataset of clean images [10], [11], or a combination of both [12], [13]. Methods based on external datasets have been recently an active research topic, especially with the emergence of deep neural networks (DNN), which require a large set of training data (see [14], [15], [16], [17], [18] and references therein). Most of those methods require separate training for different image restoration tasks and even for different parameters of the observation model, namely the noise variance. A different approach, also based on an external dataset of images, learns some parametric distribution for image patches, often Gaussian mixture models (GMMs) [11], [12]. The learned models are then used as priors/regularizers in the image restoration process. However, those methods have been mostly limited to linear inverse problems with Gaussian noise, due to the difficulty in obtaining MAP or MMSE estimates for other noise models.

Another major group of image restoration methods based on external datasets works by using sample patches (instead of learning parametric models) to restore the observed patches [13], [19], [20], [21], [22], [23]. Most of those methods compute weighted averages using weights based on the exponential of a distance between noisy and clean (selected from the external dataset) patches. A method from this family for Gaussian denoising is the so-called external non-local-means (NLM), in which the distance is computed by the $\ell_2$ norm of the difference between patches divided by the noise variance [24], [25]. This estimate is shown to converge to the MMSE estimate as the number of samples approach infinity [24]. The name “external NLM” is inspired by the well-known (internal) NLM [6], in which the same weighted averaging of patches is
computed, but with the patches from the noisy image itself and the distance in the exponential is divided by a hand-tuned parameter. However, external NLM is computationally demanding, as reported in [24], due to the need to use a large external dataset of clean patches.

In many sampling methods, a selected group of similar patches from the external datasets is used for restoring a patch [19], [20], [26]. This requires computing the distance between the patches of the image to be restored and those in the external dataset, which, similarly to external NLM, in the case of large-scale external datasets, involves a huge computational cost. To address this hurdle, some approaches have focused on accelerating the patch matching computation [27], [28], [29], [21]. Those methods are often heuristic and rely on hierarchical approaches, such as kd-trees, to approximately find the nearest patches based on the $l_2$ distance. In [23], a sampling approach called Monte-Carlo NLM (MC-NLM) was proposed, which uses approaches from large deviation theory to speed-up external NLM. However, all those methods are hard-wired to deal with Gaussian noise and the generalization to Poisson (or other types of) noise has not been truly addressed.

In the context of image denoising based on external datasets, a recent class of methods has focused on using class-specific datasets [18], [30], [31], [32]. Those methods exploit the fact that, in many cases, the noisy image is known (or can be easily identified) to belong to a certain class, such as face, text, fingerprint, or some type of medical image.

Importance sampling (IS) belongs to the Monte-Carlo (MC) family of methods to approximate multi-dimensional expectations/integrals [33], [34]. It is often used in situations where sampling directly from a distribution is difficult, or when reducing the variance of MC estimation is required. The general approach is to sample from a different distribution, called the proposal distribution, instead of the target distribution, and correcting each function value with a weight that depends on the ratio between the two distributions. If the normalization constant of the proposal or the target distribution (or both) is unknown, a version of IS called self-normalized IS (SNIS) can be used, which dispenses with the knowledge of these normalization constants.

In this paper, we propose a new image restoration method based on SNIS, which is applicable to large-scale external datasets and general observation models, including any type of non-Gaussian noise for which the distribution can be computed. The proposed approach approximates the MMSE estimate of the image patches using SNIS applied to a set of samples from the external dataset. Instead of sampling from the posterior distribution, which is unknown, we use, as the proposal distribution, a mixture of densities derived from clustered patches of the external dataset. The mixture distribution is chosen such that it maximizes the similarity to the optimal sampling distribution of SNIS. The method is non-parametric, with the samples being directly obtained from the external dataset, and can be applied with both class-specific and generic image datasets.

The experiments reported show that the proposed method yields state-of-the-art performance under Poissonian and Gaussian noise, in the class-specific setting, where a dataset of images from the same class is available. The performance of the proposed method is also shown in inpainting problems with different types of noise. In the case of restoration of generic images, the proposed method can be used to accelerate external NLM, thus enabling the use of the proposed method efficiently on large-scale datasets.

The paper is organized as follows. Section 2 reviews the use of IS for approximating multivariate expectations (integrals), for later use in the MMSE estimation of image patches. Section III describes the proposed method. Section 4 reports experimental results on class-specific image restoration and restoration using large scale datasets. Finally, Section 5 ends the paper with a few concluding remarks and pointers to future work.

II. IMPORTANCE SAMPLING

Let $f : \mathbb{R}^n \to \mathbb{R}$ be a function, $Z$ a random vector with pdf $p_Z$ (often termed target distribution in the context of IS), and consider the goal of computing the expected value of $f(Z)$, here simply denoted as $\mu$,

$$\mu = \mathbb{E}[f(Z)] = \int_{Z \in \mathbb{R}^n} f(z) p_Z(z) \, dz. \quad (4)$$

It is very often the case that this integral cannot be computed analytically and that, due to the large dimensionality of $Z$ (large $n$), using classical numerical integration techniques is also impractical or even infeasible. A possible solution is to approximate the integral in (4) using MC methods. Let $Z_1, \ldots, Z_N \sim p_Z$ be a random sample of size $N$ following $p_Z$ (i.e., a set of $N$ i.i.d. random variables with pdf $p_Z$), and $\hat{\mu}^{MC}_N$ be the sample average random variable

$$\hat{\mu}^{MC}_N = \frac{1}{N} \sum_{j=1}^{N} f(Z_j). \quad (5)$$

Clearly, this estimator is unbiased, i.e., $\mathbb{E}[\hat{\mu}^{MC}_N] = \mathbb{E}[f(Z)]$. Moreover, the strong law of large numbers asserts that it is also consistent, i.e.,

$$\hat{\mathbb{E}}^{MC}_N[f(Z)] \xrightarrow{a.s.} \mathbb{E}[f(Z)],$$

where a.s. stands for “almost surely”, provided that $\mathbb{E}[f(Z)] < \infty$ [35, Theorem 5.18].

In cases where sampling from the distribution $p_Z$ is intractable, or the estimator (5) has a large variance for a specific number of samples $N$, the IS approach stands as a potential alternative [33], [36]. IS generates samples from a tractable distribution $q_Z$, termed proposal distribution, and approximates the expectation (4) by the weighted average

$$\hat{\mu}^{IS}_N = \frac{1}{N} \sum_{j=1}^{N} \frac{p_Z(Z_j)}{q_Z(Z_j)} f(Z_j), \quad (6)$$

where here $Z_1, \ldots, Z_N \sim q_Z$, and we are assuming that $q_Z(z) > 0$, whenever $f(z) p_Z(z) \neq 0$. Similarly to the plain
MC estimator (5), the IS estimator (6) is also unbiased and consistent, under the above-mentioned condition [33], [36].

When only unnormalized versions of \( p_Z \) and \( q_Z \) are available, a self-normalized version of IS (SNIS) may be used. Let \( p_Z = (1/b) \hat{p}_Z \) and \( q_Z = (1/c) \hat{q}_Z \), where \( \hat{p}_Z \) and \( \hat{q}_Z \) are unnormalized distributions, and \( b > 0 \) and \( c > 0 \) are unknown constants. Assuming that \( q_Z(z) > 0 \) whenever \( p_Z(z) > 0 \), the expectation in (4) may be approximated by

\[
\hat{\mu}_N^{SNIS} = \frac{\hat{\mathbb{E}}^{SNIS}[f(Z)]}{\hat{\mathbb{E}}^{SNIS}[q(Z)]},
\]

where, as above, \( Z_1, \ldots, Z_N \sim q_Z \), and

\[
w(z) = \frac{\hat{p}_Z(z)}{\hat{q}_Z(z)} \tag{8}
\]

are termed the importance weights [33], [36], [37]. Notice that if instead of the importance weights given by (8), we used

\[
w(z) = \frac{c \hat{p}_Z(z)}{b \hat{q}_Z(z)} = \frac{p_Z(z)}{q_Z(z)},
\]

nothing would change since the factor \( c/b \) appears both in the numerator and the denominator of (7), thus being canceled out. The SNIS estimator can be shown to be biased, but consistent, under the above-mentioned conditions [36], [37].

The performance of IS and its SNIS variant depends critically on the proposal distribution \( q_Z \). One may, for example, seek the proposal distribution \( q_Z^* \) that, for a given sample size, minimizes the mean square error (MSE); that is,

\[
q_Z^* = \arg \min_q \mathbb{E} [\|\hat{\mu}_N(q) - \mu\|^2],
\]

where \( \hat{\mu}_N(q) \) refers to the estimators \( \hat{\mu}_N^{IS} \) or \( \hat{\mu}_N^{SNIS} \), using the proposal distribution \( q \). For the IS estimator (6), the solution of (9) is (see proof in [38])

\[
q_Z^*(z) \propto |f(z)| p_Z(z),
\]

whereas for SNIS, the optimal sampling density is

\[
q_Z^*(z) \propto |f(z) - \mu| p_Z(z). \tag{11}
\]

These results are obtained via calculus of variations [36, Ch. 2] and used in [37], [39]. The distributions \( q_Z^* \) in (10) and (11) are also the minimizers of the asymptotic variance of the corresponding IS and SNIS estimators [39]. In the case of SNIS, obtaining the optimal sampling distribution (11) requires knowing \( \mu \), the estimation of which is precisely the goal of SNIS, thus the result cannot be directly applied.

Estimation of the conditional expectations has been addressed using SNIS. Two well-known methods for this purpose are the population Monte Carlo (PMC) [40] and adaptive IS (AIS) [41]. The proposal distribution in those methods is a mixture of densities designed to guarantee consistency of the SNIS estimator. The parameters of the mixtures are iteratively updated along the iterations, based on the importance weights. However, those methods require sampling from a specific parametric distribution. In several applications, training data is available and can be used as samples. In those cases, the exact distribution of the data is unknown, and fitting any parametric distribution would be an approximation to the true distribution. Consequently, it would be more natural to sample directly from the data, rather than from an approximate fitted distribution. In the next section, we propose a SNIS-based approach that exploits this idea for patch-based image restoration.

### III. PROPOSED METHOD

#### A. Introduction

As already mentioned, image restoration based on sampling from a large-scale dataset is computationally complex. In this section, we propose a method for image restoration based on SNIS, which can be efficiently implemented for large-scale and/or class-specific external datasets.

Let \( Y \in \mathbb{R}^n \) denote a random vector associated with the noisy image patches, of size \( \sqrt{n} \times \sqrt{n} \), \( X \in \mathbb{R}^n \) the random vector associated with the clean patches corresponding to \( Y \), and \( Y \in \mathbb{R}^n \) an observed noise patch (i.e., a sample of \( Y \)). Consider the goal of estimating the central pixel of the clean patch, denoted \( x_c \) (leaving aside for now the issue of how the patches are extracted and its estimates combined). As estimation criterion, we adopt the minimum mean square error (MMSE), which is well-known to yield the posterior expectation,

\[
\hat{x}_c = \mathbb{E}[X|Y = y] = \int_{x \in \mathbb{R}^n} x_c p_X|Y(x|y) \, dx, \tag{12}
\]

where \( p_X|Y(\cdot|y) \) denotes the posterior pdf of \( X \) given \( Y = y \). The expression (12) has the structure of (4), where the function \( f(x) = x_c, \) i.e., \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) extracts the central pixel of the patch, and the target distribution is the posterior \( p_X|Y(\cdot|y) \).

Computing the integral (12) is, in general, intractable. The best-known exception is the case where \( X \) follows a multivariate Gaussian (or Gaussian mixture) prior distribution and the noise is Gaussian and additive. Assuming that the posterior \( p_X|Y \) is known, the above integral could be approximated by using plain MC. However, very often, the posterior distribution \( p_X|Y \) is itself unknown, thus plain MC sampling cannot be applied. Although sampling from the unknown posterior is not feasible, it may be possible to obtain samples from the distribution of clean image patches, available as an external dataset, which may be seen as samples from the prior \( p_X \).

This observation motivates the use SNIS to approximate (12).

#### B. MMSE Estimation by SNIS: Naïve Approach

In order to approximate the MMSE estimate in (12) with a SNIS estimator, recall that the target distribution is the posterior pdf \( p_X|Y(\cdot|y) \), which, according to Bayes law, is given by

\[
p_X|Y(x|y) = p_Y|X(y|x)p_X(x)/p_Y(y), \tag{13}
\]

where \( p_Y|X \) is the conditional pdf of \( Y \) given \( X \), i.e., the likelihood function, \( p_X \) is the patch prior, and \( p_Y \) is the marginal pdf of \( Y \). In the sequel, since \( y \) is given, we often use the compact notation for the likelihood function

\[
l_Y(x) = p_Y|X(y|x). \tag{14}
\]
Given $N$ clean patches $x_1, \ldots, x_N$ assumed to be i.i.d. samples from the patch prior $p_X$, a naïve approach to using SNIS to approximate (12) consists in using $p_X$ as the proposal distribution, leading to

$$\hat{\mathbb{X}}_e = \frac{\sum_{j=1}^{N} (x_j)_e \cdot u(x_j)}{\sum_{j=1}^{N} l_X(x_j)} = \frac{\sum_{j=1}^{N} (x_j)_e}{\sum_{j=1}^{N} l_X(x_j)},$$

(15)

because the weights are given by

$$u(x_j) = \frac{p_{X|Y}(x_j|y)}{p_X(x_j)} \propto \frac{p_{Y|X}(y|x_j) p_X(x_j)}{p_X(x_j)} = l_X(x_j),$$

(16)

where we assume that the prior $p_X$ is non-zero everywhere.

The drawback of this naïve SNIS method is that it needs an extremely large number of external patches to yield decent estimates, since most sampled patches will be very different from the underlying true one, thus the vast majority of weights will be extremely small. In fact, a central issue in any IS method (including SNIS) is finding a proposal distribution that is not too different from the target one, such that the weights are not almost all very small. In the next subsection, we propose an approach to tackle this issue for the patch-based image denoising problem.

Finally, notice that if the noise is additive and Gaussian, $l_X(x_j) \propto \exp\left(-\|x_j - y\|^2/(2\sigma^2)\right)$, which shows that the patch estimate in standard external NLM methods [24], [25] is nothing more than a SNIS approximation of the MMSE patch estimate. As far as we know, this fact had not been pointed out before in the literature. Moreover, this is obviously suboptimal, since the proposal distribution should be adapted to the target distribution $p_{X|Y}(\cdot|y)$; that is, not only the SNIS weights, but also the target distribution, have to depend on the observed $y$.

### C. MMSE Estimation by SNIS: Proposed Approach

As explained in the previous subsection, the target distribution is the posterior pdf $p_{X|Y}(\cdot|y)$, with an unnormalized version thereof being simply $l_{p_X}$. In this subsection, we introduce a proposal distribution that depends on $y$, which is needed to allow adapting it to the particular target pdf $p_{X|Y}(\cdot|y)$ for each $y$. Following the main proposal distributions in the IS literature [40], [41], we use a mixture distribution. Mixture distributions satisfy the required conditions for the convergence of the sum in (7). The form of mixture adopted in our method, unlike previous proposal distributions, is completely novel in that it does not require a parametric form.

We begin by clustering the external dataset of patches $\{x_1, \ldots, x_L\}$ into $K$ disjoint clusters; $X_1, \ldots, X_K$. Let this clustering induce a partition, $R_1, \ldots, R_K$ of $\mathbb{R}^n$ that satisfies $X_k \subset R_k$, for $k = 1, \ldots, K$. Notice that this partition is obviously not unique, but this will be irrelevant for the proposed method. Using this partition, it is possible to rewrite the prior $p_X$, of which $x_1, \ldots, x_L$ are assumed to be i.i.d. samples, under the form of a mixture,

$$p_X(x) = \sum_{k=1}^{K} m_k g_k(x),$$

(18)

where $m_k g_k$ is the restriction of $p_X$ to $R_k$ and

$$m_k = \int_{R_k} p_X(x) \, dx$$

(19)

is the corresponding normalization constant, that is,

$$g_k(x) = \frac{1}{m_k} \left\{ \begin{array}{ll} p_X(x) & \text{if } x \in R_k \\ 0 & \text{if } x \notin R_k. \end{array} \right.$$

(20)

Naturally, the elements of cluster $X_k$ are assumed to be samples of a random variable (say $X_k$) following the pdf $g_k$.

We suggest the proposal distribution to be a mixture with components $g_1, \ldots, g_K$ and weights that depend on $y$, i.e., $\alpha_1(y), \ldots, \alpha_K(y)$, to be determined later,

$$\tilde{q}_X(x; \alpha(y)) = \sum_{k=1}^{K} \alpha_k(y) g_k(x) = p_X(x) \sum_{k=1}^{K} \frac{\alpha_k(y)}{m_k} 1_{R_k}(x),$$

(21)

where $\alpha(y) = (\alpha_1(y), \ldots, \alpha_K(y))$ are the mixture coefficients of the proposal distribution (which are non-negative and add to one, i.e., $\alpha(y)$ belong to the $(K-1)$-dimensional probability simplex $\Delta^{K-1}$), and $1_A$ denotes the indicator function of some set $A$, that is, $1_A(x) = 1$, if $x \in A$, and 0 otherwise. The notation $\alpha(y)$ is used to stress that these weights will be adapted as a function of $y$. The resulting SNIS weights for some sample $x$ are given by

$$w(x) = \frac{l_{p_X}(x) p_X(x)}{\tilde{q}_X(x; \alpha(y))} = \frac{l_{p_X}(x)}{\sum_{k=1}^{K} \frac{\alpha_k(y)}{m_k} 1_{R_k}(x)}.$$ 

(22)

The choice of optimal weights $\alpha(y)$ will be discussed later in the following subsection, as well as how to sample from $\tilde{q}_X(x; \alpha(y))$ without knowing $p_X$.

This proposed SNIS estimator has a few distinctive features, namely: (i) knowledge of the marginals $p_X(x)$ and $p_Y(y)$ is not needed; (ii) any likelihood function $l_{p_X}(x)$ can be used; (iii) the samples $x_j \sim \tilde{q}_X(\cdot; \alpha(y))$ can be easily obtained from the external dataset as explained below.

In earlier work [42], [43], we proposed IS-based methods for denoising. However, those methods are quite different from the one herein proposed: in those methods, a distribution for each patch is selected from a set of learned distributions, and then external NLM is used.

### D. Optimizing the Proposal Distribution

We now address the setting of $\alpha(y)$ in the proposal distribution (21). Our approach is based on (11), which provides the optimal proposal distribution, and on a similarity measure between two probability distributions. Since the target distribution is the posterior $p_{X|Y}(\cdot|y)$, the optimal sampling distribution is

$$q_X(x) \propto |x_c - \bar{x}_e| p_{X|Y}(x|y).$$

(23)
The optimal proposal distribution \( q_X^* \) depends on \( \hat{X}_c \), which, obviously, we do not have, as it is precisely the goal of the estimation procedure. Later in this section, we will discuss an alternating minimization approach to address this issue. For now, assume that an estimate \( \hat{X}_c \) is available.

A natural criterion to adjust the weight vector \( \alpha(y) \) is to minimize some distance measure between \( q_{\hat{X}}^* (\cdot; \alpha) \) and \( q^* \). An obvious choice would be the Kullback-Leibler divergence [44]; however, it is not symmetric and its computation is not straightforward for some distributions. Here, we use the squared Hellinger distance [45], which, given two probability density functions \( q \) and \( p \), is defined as
\[
H^2(p, q) = 1 - \int \sqrt{p(x)q(x)} \, dx.
\] (24)

The Hellinger distance is a metric satisfying all the corresponding properties (namely, symmetry and triangle inequality). The application of the Hellinger distance to our setup yields
\[
\hat{\alpha} = \arg\min_{\alpha \in \Delta^k} H^2(q_{\hat{X}}^*, q_X^*(\cdot; \alpha)) = \arg\max_{\alpha \in \Delta^k} \int \sqrt{q_X^*(x; \alpha)q^*(x)} \, dx.
\] (25)

It is worth mentioning that the Bhattacharyya distance (another distance measure for probability density functions) leads to the same optimization problem (25), as it is defined as \( B(p, q) = -\ln \int \sqrt{p(x)q(x)} \, dx \) [46].

By inserting (21) and (23) into (25), we obtain
\[
\hat{\alpha} = \arg\max_{\alpha \in \Delta^k} \int \left( \frac{1}{|x_c - \tilde{x}_c|} l_y(x) \sum_{k=1}^{K} \frac{\alpha_k}{m_k} 1_{X_k}(x) \right)^{1/2} p_X(x) \, dx.
\] (26)

To approximate the integral in (26), we resort to MC sampling from \( p_X \), by using \( M \) samples, \( x_1, \ldots, x_M \), from the available external dataset, yielding
\[
\hat{\alpha} = \arg\max_{\alpha \in \Delta^k} \sum_{i=1}^{M} \left( \frac{1}{|x_i - \tilde{x}_c|} l_y(x_i) \sum_{k=1}^{K} \frac{\alpha_k}{m_k} 1_{X_k}(x_i) \right)^{1/2}.
\] (27)

Notice that the samples \( x_1, \ldots, x_M \) can be partitioned according to which cluster \( X_1, \ldots, X_K \) each one belongs to. Furthermore, noticing that if \( x_c \in X_j \), then \( 1_{X_j}(x_c) = 1 \), whereas \( 1_{X_j}(x_c) = 0 \), for \( r \neq j \), allows re-writing (27) as
\[
\hat{\alpha} = \arg\max_{\alpha \in \Delta^{K-1}} \sum_{k=1}^{K} \left( \frac{\alpha_k}{m_k} \right)^{1/2} \sum_{x_c \in X_k} \left( \frac{1}{|x_c - \tilde{x}_c|} l_y(x_c) \right)^{1/2}.
\] (28)

Before proceeding, recall that \( m_k \) is given by (19), thus its MC-based estimate is simply \( \hat{m}_k = |X_k|/L \). Plugging this estimate in the previous expression yields
\[
\hat{\alpha} = \arg\max_{\alpha \in \Delta^{K-1}} \sum_{k=1}^{K} \sqrt{\hat{m}_k} b_k,
\] (29)

where
\[
b_k = \left( \frac{1}{|X_k|} \right)^{1/2} \sum_{x_c \in X_k} \left( \frac{1}{|x_c - \tilde{x}_c|} l_y(x_c) \right)^{1/2}.
\] (30)

Finally, the optimal solution of (29) is
\[
\hat{\alpha}_k = \frac{b_k^2}{\sum_{k=1}^{K} b_k^2}, \quad k = 1, \ldots, K.
\] (31)

To see why this is so, consider the following change of variables: \( \beta_k = \sqrt{\hat{\alpha}_k} \), thus \( \alpha_k = \beta_k^2 \). With this change of variable, problem (29) becomes
\[
\hat{\beta} = \arg\max_{\beta \in S^{K-1}} \sum_{k=1}^{K} \beta_k b_k = \arg\max_{\beta \in S^{K-1}} \beta^T b,
\] (32)

where \( S^{K-1} \) denotes the unit-radius sphere in \( \mathbb{R}^n \). The solution of this problem is well known to be the normalization (to unit norm) of \( b \), that is, \( \hat{\beta} = b/\|b\|_2 \). Finally, inverting the change of variable yields the solution (31).

Finally, because the optimal \( \hat{\alpha} \) does depend on \( y \) (because \( b \) depends on \( y \)), we will recover the notation used in the previous subsection and refer to it as \( \hat{\alpha}(y) \).

E. Sampling and Weighting

After the optimal \( \hat{\alpha}(y) \) has been obtained as described in the previous subsection, we now explain how to obtain \( N \) samples from the optimized proposal distribution
\[
\hat{q}_X(x; \hat{\alpha}(y)) = \sum_{k=1}^{K} \hat{\alpha}_k(y) g_k(x).
\] (33)

Recall that a sample from this finite mixture can be obtained by first sampling from a categorical variable with probabilities \( \hat{\alpha}_1(y), \ldots, \hat{\alpha}_K(y) \), and then sampling from the selected component. If the number of samples \( N \) is large, this is approximately equivalent to obtaining \( N_k = \text{round}\left( \hat{\alpha}_k(y) N \right) \) samples from each component \( g_k \), for \( k = 1, \ldots, K \). The samples from the \( k \)-component are simply obtained by randomly sampling from the cluster of clean patches \( X_k \).

Computing the weight of each sample according to (22) is very simple, since only one of the terms in the sum in the denominator is non-zero: the one corresponding the cluster from which that sample was obtained. That is,
\[
x \in X_k \Rightarrow w(x) = \frac{m_k l_y(x)}{\hat{\alpha}_k(y)}.
\] (34)

F. Dealing with the Unknown \( \hat{X}_c \)

As mentioned before, and is obvious in (26)–(28), obtaining the optimal \( \hat{\alpha}(y) \) requires knowing \( \hat{X}_c \), which is precisely the object of the estimation problem. To tackle this issue, we use an iterative approach that alternates between the following two steps, after initializing the estimate \( \hat{X}_c \) with the noisy observation: (i) \( \hat{\alpha}(y) \) is computed via (31); (ii) the estimate \( \hat{X}_c \) is updated via SNIS. These two steps repeated until some convergence criterion is satisfied.

G. Full Patch Estimation

We now consider a variant of the above-proposed method that restores the whole patch, instead of just the central pixel thereof. This variant is faster and yields improved performance.
for the same running time. Results with the two implementations are provided in Section IV.

Inspired by the patch-based approaches [4], [5], the noisy image is first divided into overlapping patches\(^2\), then, instead of restoring merely the central pixel, the whole patch is denoised; finally, the patches are returned to the original positions and are averaged in overlapping pixels. In the restoration step, we extend the central pixel estimate (15) to the whole patch. Notice that the estimate in (15) is still valid if \((x_j)_{c}\) is replaced by \((x_j)_{d}\), where \(d\) denotes any pixel index in a patch, not necessarily the central one. This modification raises an issue: the optimal sampling distribution in (11) is only valid if the range of function \(f\) is \(\mathbb{R}\), thus it is not directly applicable if the central pixel is replaced by the whole patch. We address this issue by choosing \(\alpha\) to maximize the similarity measures for all pixels in a patch, on average, \(i.e.,\)

\[
\hat{\alpha} = \arg \max_{\alpha \in \Delta} \sum_{d=1}^{N} \int_{\mathbb{R}^{n}} \left| (x_d) - \hat{x}_d \right| l_y(x) \sum_{k=1}^{K} \frac{\alpha_k}{m_k} 1_{X_k}(x) \frac{1}{2} \frac{1}{2} p_X(x) dx.
\]

The motivation for the whole-patch approach is that the computational bottleneck of the proposed method (as in NLM), is the computation of the likelihood function. Using the whole-patch procedure, computing the weights for the whole patch requires the same number of computations of the likelihood as for just the central pixel. Furthermore, by adjusting the stride (displacement between consecutive patches), it is possible to control the trade-off between computational cost and performance. In Section IV, we report result with both the whole-patch and central-pixel method. The algorithm with the central-pixel-based method is shown in Fig. 1, while Figure 2 summarizes the proposed whole-patch scheme.

\(H.\) Practical implementation

For clustering the external dataset, any (hard clustering) algorithm, such as \(k\)-means, can be used, since the proposed restoration algorithm does not depend critically on the clustering. In our implementation, we use the classification-EM (CEM) algorithm [47], which fits \(K\) multivariate Gaussian distributions to the data and considers the samples assigned to each of these distribution as a cluster.

Based on the above considerations, it is clear that there is no need for a parametric form of the mixture distribution \(q(\cdot; \alpha)\) or even the distribution of natural images \(p_X\). The proposed approach may be seen as a new general method based on IS, which, unlike other methods such as [41], [48], does not require any parametric proposal distribution, and can potentially be used with other sources of data. Another important feature of the proposed method is that it requires merely the evaluation of the likelihood (or an unnormalized version thereof), which is usually (assumed) known and easy to compute [49].

Implementation of the proposed method is computationally expensive if all the samples in the external dataset are used for obtaining the coefficients \(\alpha\) and estimating each patch. However, as shown in the result section, a very limited number of samples \(M\) (less than 1\% of the whole dataset) suffices to obtain a good estimate of \(\alpha\). Our approach then uses a limited number \(N\) of so-called important samples, derived from the proposal distribution to estimate each patch. Consequently, the total number of samples (\(i.e., N + M\)) is much smaller than what is typically used in external NLM. We defer further discussion on the computational complexity to Section IV. We will also show that the proposed SNIS approach performs better than similar efficient approaches for large-scale Gaussian denoising, such as MC-NLM [23].

IV. EXPERIMENTAL RESULTS

In this section, we assess the performance of the proposed method on both class-specific and large-scale generic image datasets.

A. Class-specific image restoration

In this subsection, we apply the proposed method to several problems where a dataset of the same class of the noisy
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\(1\)In addition, we will test different strides (\(i.e.,\) shifts between consecutive extracted patches), which control the trade-off between time complexity and denoising performance.
image is available; in fact, in many applications, the image class is known or can be obtained (e.g., an image of a face, a fingerprint, text, etc.). This scenario has recently received considerable attention [18], [30], [31], [32].

The first set of experiments addresses denoising, where the observed image is contaminated by either Gaussian or Poissonian noise. The second set of experiments addresses image inpainting, i.e., some pixels in the image are missing. The combination of noise with missing pixels is also considered. The Gore face dataset [50] and the MNIST handwritten digits dataset [51] are adopted as external datasets. For the text dataset, we extracted images from different parts of typed text documents. For the face and text dataset, 5 images are considered as the test image and the others are used as external. For the MNIST handwritten dataset, we used the splitting into training and testing that is provided in the corresponding website. Regarding the proposed method, we have found that, to achieve the best performance, different number of clusters are needed for different datasets. For example, for face, text, and handwritten digit datasets, we use 20, 30, and 50 clusters of $9 \times 9$ patches, respectively.

All the results reported in this section were obtained using the whole-patch approach described in Figure 2, with the following parameter settings. A small number of random samples for each of the two stages (i.e., $N$ and $M$) is used. Specifically, we set $M = 900$, which is less than 1% of the samples in each external dataset and $N = 300$. Therefore, for each degraded patch, a total of 1200 sample patches are used, which involves a computational complexity roughly similar to an internal non-local denoising procedure, with the patches constrained approximately to a $35 \times 35$ search window. The number of iterations $L$ in the alternating minimization approach was set to 3. The stride for selecting patches in the noisy image is set to 2, to further reduce the computational cost. We empirically found that this value is sufficient to achieve competitive denoising results, while keeping the computational cost reasonably low. More details about the computational cost of the proposed algorithm will be discussed in the subsection related to the large-scale generic dataset.

1) Gaussian Denoising: The first set of experiments addresses image denoising under i.i.d. Gaussian additive noise, i.e., the observation model is given by (1) with $H = I$, thus the likelihood has the form in (2). Table I shows denoising peak-signal-to-noise-ratio (PSNR) results (in dB) for various values of the noise standard deviation $\sigma$ and for the MNIST and text datasets. In addition to the results for the proposed SNIS method, the table also shows results for the methods EPLL (generic) and BM3D (generic) and [30] (class-specific). The proposed method outperforms, not only the methods designed for generic images, but also the method proposed in [30], which is class-specific. An example of a denoising result for the face dataset is shown in Figure 3.

2) Poisson Denoising: In these experiments, we generate images corrupted by Poissonian noise, according to model (3) with $H = I$. Table II shows denoising PSNR results averaged over 5 test images for the above-mentioned face and text datasets. The performance of SNIS is compared with those of NL-PCA [1], VST+BM3D [2], and P4IP [52], in low SNR regimes. All those methods are generic, as we know of no other class-specific Poisson denoising method performing well on our dataset3. The results show that SNIS noticeably outperforms other methods. An example of denoising of 5 digits from the MNIST dataset is shown in Figure 4.

3) Image Inpainting in Additive Gaussian Noise: Image inpainting is the problem of recovering images in which some pixels are missing. In this case, $H$ is a diagonal matrix in which the diagonal entries are either zero or one, corresponding to the missing or available pixels, respectively. In the noiseless case, the value of $\sigma$ in (2) can be taken very small. However, for a very small value of $\sigma$, the likelihood function can become numerically zero for some observed patches; it may even happen that for some noisy patches, all the sampled patches have (numerically) zero likelihood. In this case, the

![Fig. 3. Example of denoising for a face image in the Gore dataset ($\sigma = 30$): (a) noisy image; (b) BM3D (PSNR=29.80 dB); (c) EPLL (PSNR=28.28 dB); (d) Class specific EPLL (PSNR=29.98 dB); (e) Class-specific denoising in [30] (PSNR=32.98 dB); (f) this work (PSNR=34.11 dB).]

![Fig. 4. Examples of denoising of digits from the MNIST dataset contaminated with Poisson noise. The maximum pixel value of the original image is 2. PSNR values in dB for NL-PCA: 13.55, 11.44,14.47,10.62, 13.43/ P4IP: 12.86, 12.37, 17.38, 12.93, 13.92/ SNIS: 21.64, 19.87, 23.82, 19.97, 19.84.]

3There is one method based on deep networks [53], which is learned on much larger datasets, such as ImageNet.
estimate in (2) is not defined. In order to avoid this numerical problem, for each observed patch, the value of $\sigma$ is initialized to a very small value, and for the patches in which the obtained weights are all zero, $\sigma$ iteratively increased to achieve at least one non-zero weight. The results of image inpainting for different percentages of randomly missing pixels are reported in Table III. The proposed method is compared to EPLL [11], kernel regression (KR) [54], and the field of experts (FoE) [55] methods, all of which are generic. An example of a restored text image obtained by the proposed method is compared to other methods in Figure 5.

Finally, we evaluate the proposed method in a more general observation models, which combines noise with loss of pixels. An example of the restored images is shown in Fig. 6 for different percentages of randomly missing pixels are reported. The performance of BM3D denoising is close to the MMSE estimate for generic images. However, here we focus on another major challenge of using sampling methods in the generic datasets: the very large number of samples in the external datasets. Unlike in the class-specific case, where the number of samples in the external datasets is limited, generic images require a very large dataset to achieve good denoising performance. In this case, sampling methods such as external NLM become computationally very expensive [24].

Although naive SNIS and the proposed method both use the likelihood $l_y$ in the restoration step, the main difference is in the sampling step in which the samples in our method are chosen based on the noisy patch $y$ rather than being independent of it. It is well-known that the computational cost of the NLM algorithm for denoising one pixel is $O(Sn)$, where $S$ is the number of patch samples and $n$ is the number of pixels in a patch [56]. So, the computational complexity can roughly be measured by the number of processed patches from the external dataset. As a result, several previous methods limit the number of processed samples from the dataset to speed-up denoising. Our method belongs to this group and, in this section, we compare it to other methods in this class. One approach would be simply selecting randomly a specific number of samples $S$ from the dataset and then compute the weighted average (15) to estimate the pixel. We call this method uniform sampling (following [56]). Another approach is MC-NLM [56], where a Bernoulli sampling probability is assigned to each patch based on large-deviation theory techniques. The patches are then selected based on this sampling distribution and the weighted average is computed. In our method, the number of processed patches is computed as the sum of the number of patches processed for the mixture coefficients $M$ and the number of patches used for estimation, $N$, i.e., $S = N + M$. For the MC-NLM, apart from the number of samples, the complexity of obtaining the sampling distribution for each patch should also be considered.

### TABLE I

<table>
<thead>
<tr>
<th>$\sigma = 20$</th>
<th>$\sigma = 30$</th>
<th>$\sigma = 40$</th>
<th>$\sigma = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>text</td>
<td>MNIST</td>
<td>text</td>
</tr>
<tr>
<td>EPLL (generic)</td>
<td>28.51</td>
<td>28.15</td>
<td>25.64</td>
</tr>
<tr>
<td>Lao et. al. [30]</td>
<td>27.03</td>
<td>27.52</td>
<td>26.34</td>
</tr>
<tr>
<td>SNIS</td>
<td>29.46</td>
<td>29.98</td>
<td>28.62</td>
</tr>
</tbody>
</table>

### TABLE II

<table>
<thead>
<tr>
<th>Peak</th>
<th>10%</th>
<th>20%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Face</td>
<td>text</td>
<td>Face</td>
</tr>
<tr>
<td>NL-PCA</td>
<td>25.01</td>
<td>22.16</td>
<td>23.80</td>
</tr>
<tr>
<td>VST+BM3D</td>
<td>25.41</td>
<td>23.15</td>
<td>24.79</td>
</tr>
<tr>
<td>P4IP</td>
<td>25.84</td>
<td>23.51</td>
<td>24.88</td>
</tr>
<tr>
<td>SNIS</td>
<td>27.40</td>
<td>24.32</td>
<td>25.78</td>
</tr>
</tbody>
</table>

### TABLE III

<table>
<thead>
<tr>
<th>$50%$</th>
<th>$20%$</th>
<th>$10%$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>face</td>
<td>MNIST</td>
</tr>
<tr>
<td>KR</td>
<td>32.79</td>
<td>18.26</td>
</tr>
<tr>
<td>FOE</td>
<td>41.72</td>
<td>26.02</td>
</tr>
<tr>
<td>EPLL</td>
<td>39.36</td>
<td>24.50</td>
</tr>
<tr>
<td>SNIS</td>
<td>48.30</td>
<td>26.33</td>
</tr>
</tbody>
</table>

image patches is not specifically adapted to the image. As discussed in [24], the performance of BM3D denoising is close to the MMSE estimate for generic images. However, here we focus on another major challenge of using sampling methods in the generic datasets: the very large number of samples in the external datasets. Unlike in the class-specific case, where the number of samples in the external datasets is limited, generic images require a very large dataset to achieve good denoising performance. In this case, sampling methods such as external NLM become computationally very expensive [24].

B. Generic image denoising

If the class of the image is known, the prior $p_X$ is well-adapted to the noisy image, resulting in state-of-the-art performance. However, for generic images, the prior from natural
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Fig. 5. Image inpainting results: (a) original image; (b) degraded image (10% of pixels are available); (c) kernel regression (PSNR=13.91 dB); (d) FOE (PSNR=15.24 dB); (e) EPLL (PSNR=14.85 dB); (f) SNIS (PSNR=16.63 dB).

Fig. 6. Examples of recovering images with missing pixels and contaminated by noise using SNIS. (a) Degraded image: 70% randomly available pixels with additive i.i.d. Gaussian noise with standard deviation 15. (b) Restored image (PSNR=33.26 dB). (c) Degraded image with peak of 5 contaminated by Poisson noise and observation of 80% of pixels observed (PSNR=4.92 dB). (d) Restored image (PSNR=20.18 dB).

The experiments in this section use 2 million ($2 \times 10^6$) external clean patches extracted from the generic image dataset in [57]. Figures 7 and 8 show two denoising examples for Gaussian and Poisson noise, respectively. In both cases, our method is compared to the uniform sampling and the exact MMSE [24], with the following parameters. For SNIS, the patches in the external dataset are divided into 220 clusters; we use two iterations with $M = 2200$ and $N = 300$. The number of samples for uniform sampling was set to 5000 (the same total number of samples as our method). The exact MMSE estimate is equivalent to external NLM in the Gaussian noise case. It can be seen that, in both experiments, the proposed method outperforms the uniform sampling by a noticeable margin, while the CPU time is roughly the same. This is mainly due to the sampling procedure proposed in this paper, which is based on the optimal sampling distribution for SNIS. The exact MMSE denoising, however, outperforms both methods but with a huge increase in computational cost. It can also be seen that the performance of the proposed method with a limited number of samples is not far from the optimal MMSE.

In a final experiment, the discussed methods are used to estimate central pixels of 2000 patches used in [56], under Gaussian noise with $\sigma = 18$. As discussed above, for the methods which use a subset of patch samples in the weighted average, the computational cost is determined by the number of samples used. Figure 9 plots PSNR as a function of the number of sampled patches, up to $6 \times 10^4$. This range is suitable for computationally efficient denoising. Each point in the plot indicates one-stage evaluation of the methods consisting of processing 3000 patches. For the proposed method, the central pixel estimation algorithm in 1 is used, and the horizontal axis indicates the total number of patches processed, i.e., for obtaining the mixture plus the patches used for estimation. In each stage, 0.6 of the total number of patches are used for updating the mixture coefficients $\alpha_i$, and the others are used for updating the estimate. At each stage, the estimated pixel is replaced with $\hat{x}_c$ in (28) in order to obtain $\alpha_i$. It can be seen that SNIS outperforms uniform sampling and MC-NLM [56] for all the numbers of patches considered.

V. CONCLUSION AND FUTURE WORKS

We introduced a new self-normalized importance sampling (SNIS) approach for image denoising, using samples from an external dataset of clean patches. We showed that the external non-local means (ENLM) algorithm is a special case of the proposed method for Gaussian noise. Our method has the
Fig. 7. Denoising example (Gaussian noise): (a) noisy image ($\sigma = 30$); (b) uniform sampling: PSNR=$23.08$ dB, CPU time = 92 seconds; (c) SNIS: PSNR=$24.16$ dB, CPU time=94 seconds; (d) exact MMSE: PSNR=$24.78$ dB, CPU time=3 hours.

Fig. 8. Denoising a part of the Barbara image with Poisson noise: (a) noisy image (peak=$10$); (b) uniform sampling, PSNR=$24.63$ dB, CPU time = 157 seconds; (c) SNIS, PSNR=$25.16$ dB, CPU time=159 seconds; (d) exact MMSE, PSNR=$25.35$ dB, CPU time = 3.5 hours.

Fig. 9. Gaussian denoising of the central pixels of 2000 noisy image patches ($\sigma = 20$) using a large-scale dataset. PSNR obtained by different methods as a function of the number of processed patches from the dataset.

Following main advantages: a) it applies seamlessly to any data observation model for which the likelihood function can be computed, namely Gaussian and Poisson noise; b) it is applicable to large-scale external datasets; and c) it yields state-of-the-art results for the tested class-specific datasets.

How to adaptively determine the numbers of patches ($M$ and $N$) used in the two stages of the algorithm is an open question to which we will devote future work. We also plan to extend the proposed optimized SNIS-based approach to address other inverse problems, such as image phase estimation from noisy observations.
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