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Abstract—This paper adopts a Bayesian approach to simultaneously learn both an optimal nonlinear classifier and a subset of predictor

variables (or features) that are most relevant to the classification task. The approach uses heavy-tailed priors to promote sparsity in the

utilization of both basis functions and features; these priors act as regularizers for the likelihood function that rewards good classification

on the training data. We derive an expectation-maximization (EM) algorithm to efficiently compute a maximum a posteriori (MAP) point

estimate of the various parameters. The algorithm is an extension of recent state-of-the-art sparse Bayesian classifiers, which in turn can

be seen as Bayesian counterparts of support vector machines. Experimental comparisons using kernel classifiers demonstrate both

parsimonious feature selection and excellent classification accuracy on a range of synthetic and benchmark data sets.
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1 INTRODUCTION

1.1 Motivation

IN binary supervised learning problems, the goal is to learn

how to distinguish between examples from two classes

(herein labeled, without loss of generality, as y ¼ 0 and y ¼ 1)

on the basis of p observed predictor variables (also known as

features) xxxx ¼ ½x1; x2; . . . ; xp�T 2 IRp. To achieve this goal, we

are given a training set D ¼ fðxxxxðiÞ; yðiÞÞ : xxxxðiÞ 2 IRp; yðiÞ 2
f0; 1ggni¼1 with n labeled examples, where yðiÞ is the label

associated with example xxxxðiÞ. Given this training set D, two

standard tasks are to learn a function that most accurately

predicts the class of a new example (classifier design) and to

identify a subset of the features that is most informative about

the class distinction (feature selection). In this paper, we

develop a joint classifier and feature optimization (JCFO)

algorithm to accomplish both tasks simultaneously.1

One fundamental idea undergirding JCFO is the associa-

tion of a nonnegative scaling factor �k with each feature xk;

these scaling factors are then estimated from the data, under

an a priori preference for values that are either significantly

large or otherwise exactly zero. Although this idea can be

applied to a variety of other types of classifiers, we focus in

this paper on probabilistic kernel classifiers of the form

P ðy ¼ 1jxxxxÞ ¼ � �0 þ
Xn
i¼1

�iK��ðxxxx; xxxxðiÞÞ
 !

; ð1Þ

where �ðzÞ is the Gaussian cumulative distribution function
(also known as the probit link [12]),

�ðzÞ ¼
Zz
�1

Nðxj0; 1Þ dx ¼ 1ffiffiffiffiffiffi
2�

p
Zz
�1

exp
�x2

2

� �
dx; ð2Þ

and K��ðxxxx; xxxxðiÞÞ is a (possibly nonlinear) measure of
similarity between the test example xxxx and the training
example xxxxðiÞ; usually K��ð�; �Þ is called the kernel function [16].
In our context, the similarity between two examples
depends upon the scaling factors associated with each of
the features; we indicate the parameter dependence of the
kernel function on the scaling factors by the use of the
subscript ����. Two of the most popular kernels are easily
parameterized to incorporate these scaling factors:

rth order polynomial :

K��ðxxxx; xxxxðiÞÞ ¼ 1þ
Xp
k¼1

�kxkx
ðiÞ
k

 !r

ð3Þ

Gaussian radial basis function ðRBF Þ :

K��ðxxxx; xxxxðiÞÞ ¼ exp �
Xp
k¼1

�k xk � x
ðiÞ
k

� �2 !
: ð4Þ:

From these two equations, we see that setting �k ¼ 0 is
equivalent to removing the kth feature from the classifier
entirely.

JCFO seeks sparsity in its use of both basis functions
(sparsity in ���� ¼ ½�0; . . . ; �n�T ) and features (sparsity in
���� ¼ ½�1; . . . ; �p�T ). This dual emphasis is founded on two
observations. First, for kernel classification, sparsity in the
use of basis functions is known to impact the capacity of the
classifier, which controls its generalization performance [6].
Second, according to the well-known curse of dimensionality,
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the difficulty of a learning task increases as the feature
dimensionality grows relative to the number of training
samples [3]; thus, sparsity in feature utilization is another
important factor for increased robustness. Motivated by
these observations, JCFO includes an a priori preference for
sparsity in both sets of parameters, ���� and ����, as they are
simultaneously estimated from the training set D.

1.2 Related Work

Except for the choice of the probit link, the classifier shown
in (1) is similar to other kernel machines such as the support
vector machine (SVM) [16] and the relevance vector machine
(RVM) [18]. The SVM and RVM learning algorithms also
seek sparsity in ����, but do not address the estimation of
scaling factors ����.

Automatic relevance determination (ARD) [13] has been
used to estimate scaling factors on features for several
different types of classifiers, including neural networks [7],
[13], RBF networks [8], and kernel classifiers [14], [20].
While algorithms that use ARD are designed to find scaling
factors �k that are well-matched to the training data D, JCFO
differs from these ARD methods in that it incorporates an
explicit sparsity-promoting (heavy-tailed) prior. This results
in many coefficient estimates that are exactly zero, as
opposed to estimates that are close to but not exactly zero.
This behavior is controlled by a tunable parameter of the
prior; in practice, adjusting this parameter through cross-
validation results in both strong feature selection and good
classification accuracy in data sets with high feature
dimensionality and many irrelevant features, like gene
expression data. Moreover, even in benchmark data sets
with low feature dimensionality, with few or no irrelevant
features, JCFO is found to perform at least as well as
conventional ARD methods, both in terms of classification
accuracy and feature scale estimation properties.

Methods specifically tailored for feature selection in
SVMs have also been proposed [5], [19]. In contrast with
JCFO, those methods involve training optimal SVM
classifiers over several feature subsets; selection is then
performed by recursive feature elimination [5] or by
adjusting the scaling factors using the gradient of a (loose)
theoretical upper bound on the error rate [19]. In Section 4,
we compare the classification performance of our JCFO
algorithm against the best results for all of these methods,
using benchmark data sets.

Finally, we should point out that JCFO is a generalization
of the sparse probit regression (SPR) technique of [4] which
only learns a sparse set of basis functions ����. In contrast,
JCFO jointly learns a sparse set of basis functions ���� and a
sparse set of features ����. If we chose the basis functions to be
the features themselves (i.e., a nonkernelized linear hyper-
plane classifier), the roles of ���� and ���� would merge and JCFO
would be essentially equivalent to SPR.

1.3 Structure of the Remainder of the Paper

In Section 2, we discuss the sparsity-promoting priors used by
JCFO. We derive an efficient expectation-maximization (EM)
algorithm to jointly estimate ���� and ���� in Section 3. In Section 4,
we report the results of various experiments comparing our
JCFO algorithm to several state-of-the-art methods (e.g.,
SVM, RVM, and SPR) on synthetic data sets, high-dimen-
sional gene expression data sets, and low-dimensional
benchmark data sets. Section 5 concludes the paper with a

discussion of the results and a survey of possible future

research directions.

2 SPARSITY-PROMOTING PRIORS

To encourage sparsity in the estimates of the parameter

vectors ���� and ����, we adopt a Laplacian prior for each. It is

known from earlier work that a Laplacian prior promotes

sparsity, due to its equivalence to regularization with an l1
norm penalty [4], [17]; formally, pð����j�Þ / expð��jj����jj1Þ,
where jj����jj1 ¼

P
i j�ij is the l1 norm. Notice that, for small

�i, the difference between pð0Þ and pð�iÞ is much larger for a

Laplacian than for a Gaussian. As a result, using a Laplacian

prior in a learning procedure that seeks to maximize the

posterior density pð�ijDÞ / pðDj�iÞpð�iÞ strongly favors

values of �i that are exactly 0 over values that are simply

close to 0. More insight on the sparsity-promoting nature of

the Laplacian prior can be found in [4], [17].
If we attempt to use a Laplacian prior directly, we will

run into computational difficulties due to its nondiffer-

entiability at the origin. To avoid this difficulty, we use an

alternative hierarchical formulation which is equivalent to

the Laplacian prior [4]. Let each �i have a zero-mean

Gaussian prior pð�ij�iÞ ¼ N ð�ij0; �iÞ, with its own variance

�i � 0. Further, let all the variances �i be independently

distributed according to a common exponential distribution

(the hyperprior): pð�ij�1Þ ¼ ð�1=2Þ exp ��1 �i=2ð Þ, for �i � 0.

With these assumptions in place, the effective prior can be

obtained by marginalizing with respect to each �i,

pð�ij�1Þ ¼
Z1
0

pð�ij�iÞ pð�ij�1Þ d�i ¼
ffiffiffiffiffi
�1

p

2
expð� ffiffiffiffiffi

�1
p j�ijÞ; ð5Þ

showing that this hierarchical model is indeed equivalent to

a Laplacian prior.
For each scaling coefficient �k, we adopt a similar sparsity-

promoting prior, but with an important difference: We must

ensure that any estimate of �k is nonnegative. To see why,

observe that, in the kernels defined by (3) and (4), a negative

value for �k would imply that when comparing two feature

vectors, increasing similarity of the corresponding features

would correspond to a reduced value of the kernel function.

Though greater similarity of a particular feature in two

different observations need not imply that the observations

are more similar—e.g., if this feature is irrelevant—it should

never imply that they are somehow less similar. Thus,

although �k can and often will be exactly zero, negative

values are disallowed. Accordingly, we consider a hierarch-

ical model for �k similar to the one described above for �i, but

with the Gaussian prior replaced by a truncated Gaussian

prior that explicitly forbids negative values

pð�kj�kÞ ¼
2Nð�kj0; �kÞ if �k � 0
0 if �k < 0

�
ð6Þ

and an exponential hyperprior pð�kj�2Þ ¼ ð�2=2Þ exp
��2 �k=2ð Þ, for �k � 0. As above, the effective prior can

be obtained by marginalizing with respect to �k,
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pð�kj�2Þ ¼
Z1
0

pð�kj�kÞ pð�kj�2Þ d�k

¼
ffiffiffiffiffi
�2

p
expð� ffiffiffiffiffi

�2
p

�kÞ if �k � 0

0 if �k < 0;

� ð7Þ

showing that the effective prior on �k has the same shape as
a Laplacian density, but limited to positive values of the
parameter (i.e., it is an exponential density).

3 MAP PARAMETER ESTIMATION VIA EM

Given the priors described above, our goal is to find
the maximum a posteriori (MAP) estimates ðb��������;b��������Þ ¼
argmaxð����;����ÞðpðDj����; ����Þpð����j�1Þ pð����j�2ÞÞ, where pðDj����; ����Þ is the
likelihood of the training data, which has the following
form (noting that 1� �ðzÞ ¼ �ð�zÞ):

pðDj����; ����Þ ¼
Yn
i¼1

� �0 þ
Xn
j¼1

�iK����ðxxxxðiÞ; xxxxðjÞÞ
 !" #yðiÞ

� ��0 �
Xn
j¼1

�iK����ðxxxxðiÞ; xxxxðjÞÞ
 !" #ð1�yðiÞÞ:

We next describe an EM algorithm that finds MAP

estimates using the hierarchical prior models described above

and the latent variable interpretation of the probit model [1],

[4]. Consider the ðnþ 1Þ-dimensional vector functionhhhh����ðxxxxÞ ¼
½1; K����ðxxxx; xxxxð1ÞÞ; . . . ; K����ðxxxx; xxxxðnÞÞ�T , and the random function

zðxxxx; ����; ����Þ ¼ hhhhT
���� ðxxxxÞ���� þ w, where w � Nð0; 1Þ. If a classifier

were to assign the label y ¼ 1 to an example xxxx whenever

zðxxxx; ����; ����Þ � 0 and y ¼ 0 whenever zðxxxx; ����; ����Þ < 0, then we

would recover the probit model:

P ðy ¼ 1jxxxx; ����; ����Þ ¼ P hhhhT
���� ðxxxxÞ���� þ w > 0

� �
¼ � hhhhT

���� ðxxxxÞ����
� �

: ð8Þ

Now, consider the vector of missing variables

zzzz ¼ ½zð1Þ; . . . ; zðnÞ�T , where zðiÞ ¼ zðxxxxðiÞ, ����, ����Þ. Consider also

the vectors of missing variables ���� ¼ ½�0; . . . ; �n�T and

���� ¼ ½�1; . . . ; �p�T . If zzzz, ���� , and ���� were known, estimating

���� and ���� would be much simpler:

. If zzzz was known, we would have the linear
observation model zzzz ¼ HHHH�������� þ wwww, where HHHH���� ¼
hhhh����ðxxxxð1ÞÞ; . . . ; hhhh����ðxxxxðnÞÞ
	 
T

is the so-called design ma-
trix and wwww ¼ ½w1; . . . ; wn�T .

. If ���� and ����were known, the priors on ���� and ����would be
a Gaussian and a truncated Gaussian, respectively,
much simpler to handle than a Laplacian and an
exponential.

These observations suggest the use of an EM algorithm

in which zzzz, ���� , and ���� play the role of missing variables.

The EM algorithm will produce a sequence of estimatesb��������ðtÞ
and b��������ðtÞ by alternating between the E-step and the

M-step, described below.

E-step. The E-step requires computing the expected

value of the complete log-posterior (i.e., the one which

would be maximized if we had zzzz, ���� , and ����) conditioned

on the data D and the current estimate of the parameters,b��������ðtÞ
and b��������ðtÞ. This complete log-posterior is given by

log pð����; ����jD; zzzz; ����; ����Þ
/ log pðzzzzj����; ����Þ þ log pð����j����Þ þ log pð����j����Þ ð9Þ
/ �zzzzT zzzz� ����THHHHT

���� ðHHHH���� ���� � 2zzzzÞ � ����TTTTT���� � ����TRRRR����; ð10Þ

where TTTT and RRRR are diagonal matrices: TTTT ¼ diagð��1
0 ; . . . ; ��1

n Þ
and RRRR ¼ diagð��1

1 ; . . . ; ��1
p Þ. The expected value of this log-

posterior, usually denoted as the Q function, is thus

Q ����; ����
���b��������ðtÞ;b��������ðtÞ� �

¼

IE
h
�zzzzT zzzz� ����THHHHT

���� ðHHHH�������� � 2zzzzÞ � ����TTTTT���� � ����TRRRR����
���D; b��������ðtÞ;b��������ðtÞi:

where the expectation is, of course, with respect to the
missing variables. Since the M-step will maximize Q with
respect to ���� and ����, the term �zzzzT zzzz can be dropped, leaving

Q ����; ����
���b��������ðtÞ;b��������ðtÞ� �

¼

� ����THHHHT
����HHHH�������� þ 2����THHHHT

���� IE zzzz
���D; b��������ðtÞ;b��������ðtÞh i

� ����T IE TTTT
���D; b��������ðtÞ;b��������ðtÞh i

���� � ����T IE RRRR
���D; b��������ðtÞ;b��������ðtÞh i

����:

ð11Þ

The E-step thus reduces to computing each of the expecta-
tions appearing in (11). For the expectation of zzzz, if we define
lðiÞ ¼ 2yðiÞ � 1 (i.e., map the labels to f�1;þ1g), we have

vi � IE zðiÞ
���D; b��������ðtÞ;b��������ðtÞh i

¼

hhhhT
���� ðxxxxðiÞÞb��������ðtÞ þ

lðiÞ N hhhhT
���� ðxxxxðiÞÞb��������ðtÞ

���0; 1� �
� lðiÞhhhhT

���� ðxxxxðiÞÞb��������ðtÞ
� � ;

ð12Þ

which follows from the fact that zðiÞ is distributed as a
Gaussian with mean hhhhT

���� ðxxxxðiÞÞb��������ðtÞ, but left-truncated at zero if
yðiÞ ¼ 1 and right-truncated at zero if yðiÞ ¼ 0. Some further,
simple manipulation allows us to show that the expecta-
tions of ��1

i and ��1
k are

!i � IE ��1
i

���D; b��������ðtÞ
i ; �1

h i

¼

R1
0

��1
i pð�ij�1Þ p b��������ðtÞ

i

����i� �
d�iR1

0

pð�ij�1Þ p b��������ðtÞ
i

����i� �
d�i

¼ �1

���b��������ðtÞ
i

����1

; ð13Þ

�k � IE ��1
k

���D;b��������ðtÞk ; �2

h i
¼ �2 b��������ðtÞk� ��1

: ð14Þ

In summary, all three expectation terms in the E-step can be
computed analytically.

M-step. In this step, the parameter estimates are updated
according to

b��������ðtþ1Þ;b��������ðtþ1Þ ¼ argmax
����;����

Q ����; ����
���b��������ðtÞ;b��������ðtÞ� �

: ð15Þ

After defining vvvv ¼ ½v1; . . . ; vn�T , ���� ¼ diagð!0; . . . ; !nÞ, and
���� ¼ diagð�1; . . . ; �pÞ, the M-step requires that we maximize
the following function with respect to ���� and ���� jointly:

Q ����; ����
���b��������ðtÞ;b��������ðtÞ� �

¼�����THHHHT
����HHHH�������� þ 2����THHHHT

���� vvvv�����T�������� �����T��������:

ð16Þ

The gradient with respect to ����, and the partial derivatives
with respect to each �k are
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r���� Q ¼ �2HHHHT
����HHHH�������� þ 2HHHHT

���� vvvv� 2�������� ð17Þ
@Q

@�k
¼ �2�k�k � 2

Xn
i¼1

Xnþ1

j¼1

ðHHHH�������� � vvvvÞ����T � @HHHH����

@�k

� �� �
ði;jÞ

ð18Þ

where � represents element-wise Hadamard matrix multi-
plication. For the polynomial and RBF kernels used in this
paper ((3) and (4)), these derivatives are computed trivially.

In general, the joint maximization of Q with respect to ����
and ���� cannot be performed analytically. However, we can
exploit the fact that, for any given ����, the corresponding
optimal ����, denoted b������������, can be evaluated analytically by
solving r���� Q ¼ 0, which yields

b������������ ¼ ð����þHHHHT
����HHHH����Þ�1HHHHT

���� vvvv ¼ SSSSðIIII þ SSSSHHHHT
����HHHH����SSSSÞ�1SSSSHHHHT

���� vvvv; ð19Þ

where SSSS ¼ diagðs0; . . . ; snÞ with si � !
�1=2
i ¼ �

�1=2
1 jb��������ðtÞ

i j1=2.
Matrix SSSS allows a stable numerical implementation since
the sparsity-promoting priors will drive several of the �i to
zero, thereby causing numerical problems in implementa-
tions that use ���� directly. Having solved the maximization
analytically with respect to ����, we are left with a function
only of ����, resulting from plugging b������������ into Q. Maximization
with respect to ���� can be handled by any standard method;
in the results presented below, we use a simple conjugate
gradient algorithm.

3.1 Approximate Methods for Improving
Computational Complexity

The computational complexity of the algorithm described
above is very reasonable for moderately sized problems
where the number of training examples n and the feature
dimensionality p can each be on the order of several
hundred. The computational bottleneck of the algorithm is
the matrix inversion in (19), which becomes impractical for
large numbers of training examples n; this problem is
endemic to kernel methods and reduced set strategies may
be useful in these situations [11] (see also Section 5.2).

On the other hand, when we have a few tens of
training samples but several thousand feature dimensions
(so-called “small n, large p” problems), we can apply an
initial feature preselection step using some alternative
approach and, subsequently, invoke the JCFO algorithm
on the feature subset. For example, this feature preselec-
tion can easily be performed using JCFO itself, but in a
nonkernelized mode: setting all �k equal to some constant
and letting hhhh����ðxxxxÞ ¼ ½1; x1; x2; . . . ; xp�T . In such a nonkerne-
lized mode, our JCFO algorithm reduces to the algorithm
of [4], and very efficient implementations that avoid any
matrix inversions can be obtained. The sparsity-promoting
prior on ���� yields a linear hyperplane classifier using only
a few features. These features can then be used in a fully
kernelized JCFO. In the experiments reported below, this
strategy is employed only with the very high-dimensional
gene expression data sets.

4 EXPERIMENTAL RESULTS

Following standard procedure in experiments with kernel
classifiers, each data set is initially normalized to have zero
mean and unit variance. The regularization parameters �1
and �2 (controlling the degrees of sparsity enforced on ����
and ����, respectively) are selected by cross-validation on the
training data. To obtain meaningful comparisons against

other published algorithms, we use either identical cross-
validation procedures or the same training and test sets as
those previously reported. We present results of experi-
ments with both high-dimensional data sets containing
many irrelevant features, and low-dimensional data sets in
which feature selection is not critical or sometimes even
useful. Before doing so, however, we consider a series of
tests with synthetic data to illustrate the ability of JCFO to
guard against the curse of dimensionality.

4.1 Effect of Irrelevant Predictor Variables

The first experiment aims at illustrating the robustness of
JCFO against the inclusion of increasing numbers of irrele-
vant features. To this end, we generate synthetic data from
one of two normal distributions with unit variance, depend-
ing on the class. The locations in p-dimensional space of the
means of these two distributions, ����1 and ����2, are given by

����1 ¼ �����2 ¼ ½ 1=
ffiffiffi
2

p
; 1=

ffiffiffi
2

p
; 0; 0; . . . ; 0|fflfflfflfflfflffl{zfflfflfflfflfflffl}

ðp�2Þ zeros

�T :

Regardless of the feature dimensionality p, the optimal
classifier is linear and uses only the first two dimensions of
the data, and the Bayes error rate is �ð�1Þ ’ 0:1587. The
competing algorithms are given training sets with 100
examples from each class and tested on independent test
sets with 500 examples from each class. The results are
averaged over 20 random samples of the training set and
the entire procedure is repeated for several feature
dimensions p. The average error rates of the competing
algorithms, all with linear kernels, are compared in Fig. 1.
Although error bars have been omitted from Fig. 1 to
enhance readability, for p � 10, JCFO is assessed by a
binomial test to be statistically superior to all other
competing algorithms with a p-value of 0.05 or better.

This experiment shows that JCFO is much more robust to
the presence of increasing numbers of irrelevant features
than other kernel methods, such as the SVM, RVM, and SPR.
Among the kernel methods compared in this experiment,
only JCFO is able to estimate the scale of the input features, so
it is not surprising that it is the only one largely immune to
the presence of irrelevant variables. Furthermore, the feature
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error rate of most kernel classifiers increases as more irrelevant features
are introduced, but our JCFO algorithm is largely immune.



selection ability of our JCFO algorithm was clearly demon-
strated in this experiment: For almost all the random draws
of the training set across all values of p, JCFO identified only
the two relevant features by choosing �k ¼ 0 for all k > 2. The
rapid performance degradation of the other kernel methods
shows that feature selection is indeed crucial, even for large
margin techniques like the SVM.

A similar experiment was also performed in [4] using
nonkernelized sparse probit regression in which hhhh����ðxxxxÞ ¼
½1; x1; . . . ; xp�T . The results reported therein demonstrate
reduced performance degradation with increasing feature
dimensionality, lending support to the two-stage approxi-
mate method described in Section 3.1. As shown in the next
section, in the context of data with an extremely high feature
dimensionality, the two-stage approximate version of JCFO
outperforms nonkernelized sparse probit regression alone.

4.2 Results with High-Dimensional Gene
Expression Data Sets

Gene expression data sets are known to contain a large
number of irrelevant and redundant variables; conse-
quently, effective feature selection becomes a key factor
in determining the performance of a classification algo-
rithm. In fact, the strategy for learning a classifier is likely
to be less relevant here than the choice of feature selection
method. We consider two commonly-analyzed data sets.
The first contains expression levels of 7,129 genes from
47 patients with acute myeloid leukemia (AML) and
25 patients with acute lymphoblastic leukemia (ALL).2

The second contains expression levels of 2,000 genes from
40 tumor and 22 normal colon tissues.3 Due to the high
feature dimensionality of these data sets, we used low-
order polynomial kernels in this set of experiments.

To assess diagnostic accuracy, we use a full leave-one-out
cross-validation (LOOCV) procedure: We train on n� 1
samples and test the obtained classifier on the remaining
sample, and repeat this procedure for every sample. To

reduce the computational cost of the full LOOCV procedure,
we accelerate JCFO by using the approximate method
outlined in Section 3.1. This allows performing full LOOCV
error rate estimation on an 800MHz Pentium III machine in a
couple of hours. The results are reported in Table 1, where
JCFO is compared against Adaboost, SVM, RVM, SPR, and
logistic regression. On the AML/ALL data set, although JCFO
outperforms all the other methods, the difference between it
and the other methods is too small to be statistically
significant given the small sample size. However, on the
Colon data set, a binomial test indicates that JCFO is superior
to kernelized SPR with a p-value of 0.12 and superior to all the
other methods with a p-value of 0.03 or better.

Since JCFO is also able to identify the most relevant
features, we can assess which genes were identified as
particularly useful for good classification performance.
Only about 20 genes were identified as diagnostically
important by JCFO (�k > 0); importantly, the role of many
of these genes has already been described in the medical
literature (as discussed in [10]).

4.3 Results with Low-Dimensional Benchmark
Data Sets

In the second set of experiments with real data, we assess the
performance of JCFO using a few popular benchmark data
sets for nonlinear classifier design. It is worth emphasizing
that these data sets are of relatively low feature dimension-
ality and were not deliberately created to contain irrelevant
predictor variables. Detailed descriptions of these data sets,
as well as availability information, can be found in [4].
Table 2 reports the accuracy of JCFO for several benchmark
data sets alongside some of the best results reported in the
literature. Since Gaussian RBF kernels are used in all these
kernel classifier results from the literature, we use only
Gaussian RBF kernels here; we also show results reported in
the literature for Bayesian training of linear discriminants,
neural networks, and logistic regression.

For the RVM results from [18], the kernel width
parameter (equivalent to setting ���� to some constant) is
chosen by cross-validation. For SPR, the kernel widths are
set to the same values reported in [4] (these kernel widths
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2. The AML/ALL data set is available from http://www-genome.wi.
mit.edu/mpr/table_AML_ALL_samples.rtf.

3. The Colon data set is available from http://microarray.princeton.edu/
oncology/affydata/index.html.

TABLE 1
Accuracy of Diagnostic Classification with Gene Expression Data Sets (% Correct)



were observed to be optimal for SPR in the sense of
minimizing test error rates); JCFO training procedures are
initialized with these same widths. For the SVM results from
[14], as well as for the Gaussian process results [20], the
scales of the individual feature dimensions are estimated
within the learning algorithm.

Our algorithm did not perform any feature selection in the
Ripley data set, selected five out of eight variables in the Pima
data set, and selected three out of five variables in the Crabs
data set. These results are similar to those reported in [14].
JCFO is also very sparse in its utilization of kernel functions:
It chooses an average of 4 out of 100, 5 out of 200, 5 out of 80,
and 6 out of 300 kernels for the Ripley, Pima, Crabs, and WBC
data sets, respectively. In short, it successfully finds
classifiers that are sparse both in ���� and in ����.

Our results are either the best or very close to the best in
each case, but the differences are not statistically significant.
However, although all the state-of-the-art methods consid-
ered here are competitive in terms of error rates on these data
sets, JCFO is able to successfully perform feature selection at
the same time. Two of the competing methods (the SVM of
[14] and the Gaussian process of [20]) also perform feature
scale estimation. Since the feature selection property was the
principal difference between JCFO and these two ARD
algorithms, their similar performance confirms that JCFO
does at least as well, even when applied to data sets that are
not particularly amenable to feature selection.

5 CONCLUSION

5.1 Discussion

JCFO should be judged on two different criteria: accurate
classification and parsimonious feature selection. Like some
ARD methods, JCFO estimates feature scaling coefficients
along with the other parameters of the classifier; it differs
from those algorithms in its use of sparsity-promoting priors
that encourage many of the �k to be exactly zero. Our
experimental results indicate that, for high-dimensional data
with many irrelevant features, the classification accuracy of
JCFO is likely to be statistically superior to other methods.
Even for low-dimensional data where we do not expect
feature selection to be critical or sometimes even useful, JCFO
seems to be at least as accurate as other state-of-the-art
methods that also perform feature scale estimation along with

classifier design. However, in addition to high accuracy, JCFO
has the additional benefit of more parsimonious feature
selection. This is especially important in the context of gene
expression data, where many of the features selected by JCFO
have been previously identified as clinically relevant for
diagnosis.

5.2 Future Work

The joint optimization of the classifier parameters and the
feature scale parameters comes at a price: The JCFO algorithm
is significantly slower than the SPR algorithm of [4], although
its running time is still acceptable for the data sets studied in
this paper. However, the computational complexity of JCFO
might render it impractical if naı̈vely applied to data sets with
several hundred features or several thousand samples. This
computational issue is endemic in almost all kernel-based
methods; while the approximate method described in
Section 3.1 partially alleviates the problem with high-
dimensional feature spaces, it is not helpful in problems with
large training sets. We are currently working on alternative
techniques to improve the computational efficiency of the
algorithm. In one promising avenue of research, we are
investigating the use of the fast Gauss transform [15] and
reduced set methods [11] to dramatically improve the
computational cost of (19).

In conclusion, JCFO has successfully achieved both of its
objectives: excellent classification accuracy and automatic
sparse feature selection. Nevertheless, we must still address
some important questions. Does our EM formulation
converge to a global maximum or do we face multiple
local maxima? Can we obtain tight theoretical upper
bounds on the error rate that can be used to motivate
further improvements in algorithm? We are currently
investigating different ways to address these issues. Code
developed as part of this research can be freely obtained
from the first author for academic research use.
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