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This short lecture note describes and analyzes two techniques proposed by Elias to build
instantaneous binary codes for arbitrary integers.

1 The Elias Gamma Code

The Elias gamma code is the simplest of the Elias codes and is defined as follows. To code a
natural number x ∈ N = {1, 2, 3, ...}, write its binary representation preceded by blog2 xc zeros.
Notice that blog2(x)c+ 1 is the number of digits required to write x in binary.

For example, for x = 13, the binary representation is 1101, and blog2 13c = 3 thus the Elias
gamma code word is Cγ(13) = 0001101.

It is very easy to verify that this constitutes an instantaneous code, simply by studying
the decoding procedure. The decoder starts by counting the number, say n, of zeros in the
beginning of code word; if n is zero, then the decoded number is 1; if n is not zero, then the
decoder reads the following n + 1 binary digits and decodes the corresponding binary number.
In Table 1, the Elias gamma codes for several integers are listed.

2 The Elias Delta Code

The Elias delta code is somewhat more sophisticated and uses the Elias gamma code as a
building block. We begin by presenting a modified version, which we will denote as C̃δ. To
code a natural number x ∈ N = {1, 2, 3, ...}, the code word C̃δ(x) is obtained as follows: write
its binary representation preceded by Cγ(blog2(x)c+1). Recall that blog2(x)c+1 is the number
of digits required to write x in binary.

For example, for x = 13, the binary representation is 1101; computing blog2 13c = 3, we
have Cγ(4) = 00100; finally, C̃δ(13) = 001001101.

The final version of the Elias delta code, denoted Cδ, is obtained by observing that we don’t
need the first “1” in the binary representation of x, since any binary representation starts with
a “1”. Thus, in the example above, we have Cδ(13) = 00100101. As another example, consider
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Table 1: A few examples of Elias gamma code words for integers.

x Cγ(x)

1 1
2 010
3 011
4 00100
5 00101
6 00110
7 00111
8 0001000
9 0001001
10 0001010
...

...
19 000010011
...

...
147 000000010010011

x = 7: the binary representation is 111; next, we have blog2 7c+1 = 3 and Cγ(3) = 011; finally,
Cδ(7) = 01111.

Again, to verify that Cδ is decodable instantaneously, it suffices to study the decoding
procedure: first, we decode the Elias gamma code that resides in the first bits of the code word
(we verified above that this can be made without any ambiguity); the result of this decoding
provides the decoder with knowledge of the number of digits, say b, in the binary representation
of the coded number; finally, the decoder reads the following b− 1 digits, inserts a “1” at the
beginning, and decodes the resulting binary representation. As an example, we describe the
decoding of the code word 001010001: first, to decode the Elias gamma code at the beginning,
we count the number of zeros, which is 2; this means we need to read the next 3 digits, 101;
decoding 101, gives 5, meaning that the coded number has six digits, the first of which is a 1
(it always is), that is, 10001; finally, decoding this binary representation gives 17.

Finally, Table 2 shows some examples of Elias delta code words.
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Table 2: A few examples of Elias delta code words for integers.

x Cδ(x)

1 1
2 0100
3 0101
4 01100
5 01101
6 01110
7 01111
8 00100000
9 00100001
10 00100010
...

...
19 001010011
...

...
147 00010000010011

3 Comparison of the Two Codes

Consider the use of the two codes above described to encode integers in the set {1, 2, ..., N},
where N >> 1.

Let lγ(x) and lδ(x) denote the number of bits of Cγ(x) and Cδ(x), respectively. Then, its
clear that

lγ(x) = 2 blog2 xc+ 1

and

lδ(x) = lγ(blog2 xc+ 1) + blog2 xc
= 2 blog2(blog2 xc+ 1)c+ 1 + blog2 xc. (1)

Consider that X is a random variable with uniform distribution on {1, 2, ..., N}, thus with
entropy H(X) = log2 N bits/symbol. The expected length of the Elias gamma code is

E [lγ(X)] =
1
N

N∑

x=1

(2 blog2 xc+ 1) .

Observing that bac > a− 1, for any a, we can write

E [lγ(X)] >
1
N

N∑

x=1

(2 log2 x− 1) =
2
N

log

(
N∏

x=1

x

)
− 1 =

2
N

log2(N !)− 1. (2)
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Finally, using the fact that

lim
t→∞

log(t!)
t log(t)

= 1, (3)

we can conclude that
lim

N→∞
E [lγ(X)]

log N
≥ 2

showing that for very large N , the expected length of the Elias gamma code approaches twice
the entropy, thus being clearly non-optimal.

Considering now the Elias delta code, and proceeding as above,

E [lδ(X)] ≤ 1
N

N∑

x=1

(2 log2(log2 x + 1) + 1 + log2 x)

=
1
N

log

(
N∏

x=1

x

)
+

2
N

N∑

x=1

log2(log2 x + 1) + 1

≤ 1
N

log (N !) + 2 log2(log2 N + 1) + 1,

(4)

because log2(log2 x+1) ≤ log2(log2 N +1), for any x ≤ N . Finally, using (3) and the fact that

lim
t→∞

log(log t + 1)
log(t)

= 0, (5)

we can conclude that
lim

N→∞
E [lδ(X)]

log N
= 1

showing that for very large N , the expected length of the Elias delta code approaches the
entropy, thus being asymptotically optimal.
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